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ABSTRACT The global demand for coconut and coconut-based products has increased rapidly over the past 

decades. Coconut price continues to fluctuate; thus, it is not easy to make predictions. Good price modelling 

is important to accurately predict the future coconut price. Several studies have been conducted to predict the 

price of coconut using various models. One of the most important and widely used models in time series 

forecasting is the autoregressive integrated moving average (ARIMA). However, price fluctuations is 

considered a problem with uncertain behaviour. The existing ARIMA time series model is unsuitable for 

solving this problem, because of the nonlinear series. Artificial neural networks (ANN) have been an effective 

method in solving nonlinear data pattern problems in the last two decades. The non-linear autoregressive 

neural network (NARNET) gives good forecast, most especially when series are non-linear. Therefore 

ARIMA- NARNET is considered a universal approach to forecasting the coconut price. The aim of the study 

is to establish a linear and nonlinear model in time series to forecast coconut prices. The ability of a hybrid 

approach that combines ARIMA and NARNET(ANN) models is investigated. Based on the experimental 

study, the experimental results show that the proposed method ARIMA- NARNET, is better at forecasting 

the price of coconut, an agriculture commodity, than both the ARIMA model and NARNET models. The 

expected benefit of the proposed forecasting model is it can help farmers, exporters, and the government to 

maximize profits in the future. 

INDEX TERMS ARIMA- NARNET, Intelligent hybrid, Coconut price, forecasting, time series 

I. INTRODUCTION 

Indonesia produced 17.13 million tons of coconut in 2019. 

Based on the World Atlas report, coconut production in 

Indonesia is the highest in the world. Referring to the data 

from the Indonesian Central Statistics Agency (BPS), 

coconut exports from Indonesia reached 1.53 million tons or 

US$ 819.26 million as of the third quarter of 2020. The 

countries which are the destinations for Indonesia's coconut 

exports includes the United States, Netherlands, South 

Korea, China, Japan, Singapore, Philippines and Malaysia 

[1]. Therefore, the coconut price forecast has a fundamental 

importance in the trading strategy of Indonesia. A good 

forecasting model is critically important to predicting the 

future price of coconut accurately, thus proper planning 

could be made by the farmers, exporters, and the government 

to maximize future profit.  The forecast of the coconut price 

in time series is considered one of the most challenging 

because of fluctuation issues of coconut price. Fluctuations 

in agricultural prices affect the supply and demand of 

commodities and have a significant impact on consumers and 

farmers [2]. Fluctuations in coconut price lead to uncertainty 

of income for the farmer, making it difficult for the 

government to put in place policies and stabilize supply and 

demand. 

 The Autoregressive integrated moving average 

(ARIMA) model has been one of the vital and widely used 

methods in time series forecasting [3]–[5]. The popularity of 

the ARIMA model is due to its statistical properties as well 

as the use of the well-known Box-Jenkins methodology in 

the model-building process [6]. This model assumes the time 

series under study is generated from a linear process. Several 

methods have been used to model and predict coconut prices 
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including the ARIMA model [7]–[9]. Results showed the 

potential of the ARIMA model accurately predict coconut 

price data. However, ARIMA time series models are 

generated from linear processes and therefore may be 

unsuitable for most practical problems that are nonlinear. 

Prices of industrial agriculture are largely influenced by 

eventualities, and seasonality, consequently prices are 

nonlinear and difficult to predict [10]. The fluctuation of 

coconut prices is considered an uncertain behaviors and 

changes over time. Some factors that influence the 

fluctuations of coconut price are company pricing, falling 

market demand for coconut, and declining quality, and 

quantity of coconut products. Therefore, it is a challenge to 

propose an appropriate approach to forecast coconut prices. 

Recently, time series data can be modelled using artificial 

neural networks (ANN). The main advantage of a neural 

network is its flexible functional form and universal 

functional approximator. ANN is effective in solving 

nonlinear data pattern problems. Many non-linear problems 

are relevant today, including forecasting stock markets with 

uncertain behaviour and changing over time. There are 

several studies where neural networks are used to address 

agricultural commodity price forecasting [11]–[14]. The 

results conclude that the ANN is a better model for 

forecasting agriculture commodity prices than the ARIMA 

model [15]. However, the use of a single ANN model could 

not be complementary in capturing patterns to obtain an 

optimal prediction. The literature review demonstrates that 

the ANN model is suitable for nonlinear time series data and 

the ARIMA model is suitable for linear time series data. In 

this paper, a hybrid model of coconut price prediction is 

proposed. The motivation behind this hybrid model is the 

fact that coconut price fluctuation is complex. The hybrid 

methodology combines both ARIMA and ANN models to 

take advantage of ARIMA and ANN models in linear and 

nonlinear modelling. The ability of a hybrid approach 

combining ARIMA and ANN models for coconut price 

forecasting is investigated.  The use of hybrid models could 

be complementary in capturing patterns of coconut price data 

and could improve forecasting accuracy. Quite different 

from the ARIMA model and ANN model, this proposed 

hybrid model combines the ARIMA, and ANN to more 

accurate predictions for coconut prices. The coconut price 

prediction model proposed in this study will help farmers, 

exporters, and the government to maximize profits in the 

future. 

This paper is organized as follows: Section 2 discusses 

the methods used in the research work.  Section 3 presents 

the results of ARIMA-NARNET modelling process for 

coconut price prediction. NARNET is a version of ANN. 

Section 4 summarizes the present study and draws some 

conclusions.  

II. RESEARCH METHODS    

The research methods section involves acquiring the data, 

process’ used to develop the models, forecasting process and 

lastly the evaluation of the forecasts.   

A. DATA 

The data for the study is the monthly price of coconut 

obtained from the Department of Industry and Trade, Indragiri 

Hilir Regency, Indonesia. The data sample is the average 

coconut price per month starting from January 2014 to  

 

 
FIGURE 1.  Average Coconut Price in Rupees per Kilogram from 2014-
2022 

February 2022. Therefore, there are 115 coconut price data 

points in rupiah currency which have been collected for 8 

years and 3 months. The historical data of the coconut prices 

per month was fluctuating over time. This is shown in Figure 

1. The data can be found online at: https://bit.ly/3M7TvcM  

B. ARIMA MODEL  

𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) model is stochastic in nature and has 

been used in diverse fields for prediction studies [16]–[18]. 

ARIMA was first put into use in time series for modelling 

and forecasting by Box Jenkins in 1970 [19]. The model is 

made up of three parts; autoregressive (𝐴𝑅), integrated (𝐼), 
and moving average (𝑀𝐴). ARIMA model is developed in 

three steps: (1) Model Identification, (2) Parameter 

Estimation and (3) Diagnostic Checking  

 

1) Model Identification 

Model identification involves finding the order of the 

ARIMA model using the sample autocorrelation function 

(SACF) and sample partial autocorrelation function 

(SPACF) charts [20].  SACF of a time series is the 

correlation of its past’s values with its future values. Given 

that data points of the time series with first 𝑁 −
1 observation is 𝑋𝑡: 𝑡 =  2,3, … , 𝑁, where 𝑡 = 1,2, … . , 𝑁 −
1,   the relationship between 𝑋𝑡  and 𝑋𝑡+1 is defined as 

equation (1) and equation (2); 

𝒓𝟏 =
∑ (𝒙𝒕−𝑿𝟏)(𝒙𝒕+𝟏−𝑿𝟐)𝑵−𝟏

𝒕=𝟏

[∑ (𝒙𝒕−𝑿𝟏)𝟐𝑵−𝟏
𝒕=𝟏 ][∑ (𝒙𝒕−𝑿𝟏)𝟐𝑵−𝟏

𝒕=𝟏 ]
 …………............….…. (1) 

𝒓𝟏 =
∑ (𝒙𝒕−𝑿)(𝒙𝒕+𝟏−𝑿)𝑵−𝟏

𝒕=𝟏

∑ (𝒙𝒕−𝑿)𝟐𝑵−𝟏
𝒕=𝟏

 ………………….……............... (2) 

𝑋1 is the first 𝑁 − 1 observation’s mean. When 𝑁 is 

substantially large, variations among sub-period means 𝑋1 

and 𝑋2 are neglected and 𝑟1 is calculated by equation (3): 

𝒓𝒌 =
∑ (𝒙𝒕−𝑿)(𝒙𝒕+𝒌−𝑿)𝑵−𝟏

𝒕=𝟏

∑ (𝒙𝒕−𝑿)𝟐𝑵−𝟏
𝒕=𝟏

 .…….…….……………….…… (3)  

SACF is used to identify the moving average order of a 

stationary time series. SPACF is the correlation between lag 

values with other shorter lags of the group at various lags 𝑘, 

Commented [n3]: Reference has been provided 

Commented [n4]: Data source has been provided 
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where 𝑘 = 1,2,3 …  . SPACF at varied lags 𝑘 is defined by 

equation (4); 

𝒓𝒌𝒌 =
𝒓𝒌− ∑ 𝒓𝒌−𝟏,𝒋𝒓𝒌−𝟏

𝒌−𝟏
𝒋=𝟏

𝟏−∑ 𝒓𝒌−𝟏,𝒋𝒓𝒋
𝒌−𝟏
𝒋=𝟏

 ……………………….………... (4) 

 𝑟𝑘,𝑗 =  𝑟𝑘− 1,𝑗 −  𝑟𝑘𝑘 𝑟𝑘−1,k−j,    𝑗 = 1, 2, … , 𝑘 − 1. SPACF is 

used to identify the autoregressive order of a stationary time 

series. SPACF of an 𝐴𝑅(𝑝) process at lag 𝑝 + 1 and beyond 

is zero.  

 

2) Parameter Estimation  

 The Box–Jenkins model of order 𝐴𝑅𝐼𝑀𝐴 (𝑝, 𝑑, 𝑞) is 

given by equation (5). 

𝜙(1 + 𝐿)𝑝(1 + 𝐿)𝑑𝑦𝑡 = 𝑐 + 𝜃(1 + 𝐿)𝑞𝜀𝑡 …………. .... (5) 

The variable 𝑦𝑡 , the future value at time step 𝑡, is taken to be 

a linear function of several past observations 𝑦𝑡−𝑛 

,1,2, … 𝑛 < 𝑡 and random errors, 𝜀𝑡 as demonstrated by 

equation (5). 𝑝 is the autoregressive order; 𝑞 is the moving 

average order and 𝑑 represents the differencing order of the 

coconut price time series. 𝐿 is the Lag operator. 𝜙 and 𝜃 are 

the coefficients of regressions for the autoregressions and 

moving averages [21], [22]. 

 

3) Diagnostic Checking 

The residual (white noise)  of models is assessed using 

the correlogram (SACF and SPACF), Ljung–Box 𝑄 tests 

[23] and Durbin–Watson test [24] to test the sufficiency of 

the models. 

C. ANN MODEL 

The artificial neural network has the potential to 

represent complex, nonlinear relationships [25]–[34]. The 

evolution of ANN has given rise to the multilayer perceptron 

(deep learning), which is effective at modelling and 

predicting complex, nonlinear relationships in time series. It 

is made up of an input layer, hidden layer; and an output 

layer. The hidden layer is a network of three layers connected 

by open-chain linkages as shown in Figure 2.   

 
FIGURE 2.  The Perceptron Forward Propagation 

 

𝑤𝑖,𝑗   and 𝑤𝑗    where 𝑖 = 0, 1, 2, … , 𝑃    𝑗 =  1, 2, … , Q and 

are the model parameters.  Also referred to as connection 

weights, the model parameters have 𝑃 as the number of input 

nodes and 𝑄 as the number of hidden nodes.  

After the hidden layers, the sigmoid function, equation 

(6), among others is employed as an activation 

𝑆𝑖𝑔(𝑥) =  
1

1+𝑒−𝑥 
 ……………………………………...... (6) 

function to introduce nonlinearity to the output of the neural 

network. The nonlinearity allows the network to arbitrarily 

approximate complex functions as the perceptron is a linear 

combination of the weights and the input vector. 

The network is trained after the activation function is 

applied. Training is done through Optimization 

(backpropagation) of the activated perceptron. This allows 

some of the activated perceptron to drop out as the weight 

approaches zero (regularization). The perceptron is trained 

in mini-batches to allow the central processing unit (CPU) or 

graphical processing unit (GPU) to process the network in a 

fast, accurate estimation of gradients, smooth convergence 

of gradients and also allow large learning rates [35]. The 

remaining perceptron acts as an input node again, and 

weights are added to form a new network. The 

backpropagation is done again. The training process 

continues until there is one perceptron node left. Equation (7) 

is the mathematical equation between inputs (𝑦𝑡−1,…,𝑦𝑡−𝑝) 

and output (𝑦𝑡). 

𝑦𝑡  =  𝑤0 +  ∑ 𝑤𝑔𝑔𝑄
𝑗=1  (𝑤0𝑗 +  ∑ 𝑤𝑖,𝑗𝑦𝑡−𝑖

𝑝
𝑖=1 ) +  𝑒𝑡 ….. (7) 

𝑦𝑡  =  𝑓(𝑦𝑡−𝑖  , … , 𝑦𝑡−𝑃 , 𝑊) +  𝑒𝑡   ……………. ……….. (8) 

The ANN model, equation (7) maps the input data to the 

forecast values, 𝑦𝑡 . The connection weight, 𝑊 is a vector 

containing all parameters [31]. Equation (7) implies one 

output node emerges as the step-ahead forecast. It shows that 

the network is robust and can model  any function when the 

number of neurons of the hidden nodes (𝑄) are high enough 

[36]. An out-of-sample forecasting can be effectively done 

using  a primary network layout with a modest number of 

hidden nodes (𝑄) [37]. The parameter  𝑄 is influenced by the 

input data and therefore there is no alternative process for 

determining it. The selection of the number of input vectors, 

𝑃, and its dimensionality is critical to ANN modelling [37]. 

The autocorrelation, a nonlinear framework of the time series 

is defined by  𝑃. It is one of the most vital parameters to 

estimate in an ANN model. Known hypothesis have not been 

able to assist in 𝑃 selection. Research is mostly done to 

identify appropriate 𝑄 and 𝑃. In the implementation phase, 

we select the NARNET, a shallow learning model in 

MATLAB to model the residual of the ARIMA model. 

D. INTELLIGENT HYBRID ARIMA-NARNET MODEL 

The hybrid modelling process has the linear (ARIMA), 

and nonlinear (NARNET) components of the model defined 

respectively as 𝐿̂𝑡 and 𝐽𝑡  [38]. The Intelligent hybrid model 

𝑦̂𝑡 is estimated using the equation (9). 

𝑦̂𝑡 = 𝐿̂𝑡 + 𝐽𝑡 ……………………………………….…… (9) 

𝐽𝑡 is the NARNET model trained from the residual of the 

ARIMA model 𝐽𝑡 at time 𝑡. 
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E. FORECAST EVALUATION 

The forecasts are evaluated using the Multiple Forecast 

Comparison method (MDM) and if possible, the Diebold 

Mariano (DM) test. The multiple forecast comparison 

method investigates whether three or more forecasts for 

example, the Hybrid ARIMA-NARNET, ARIMA, and 

NARNET perform equally in terms of specific loss 𝐵( ) 

functions such as mean absolute error (MAE) and mean 

squared error (MSE). The Diebold Mariano test is used to 

compare whether two forecasts performed equally. 

The hypothesis for the Multiple forecasts’ comparison 

test of Equal predictive ability (EPA) is; 

𝐻𝑜: E[B(e1,𝑡)] =  E[B(e2,𝑡)], … , =  E[B(e𝑘+1,𝑡)].         

The alternative hypothesis is; 

𝐻1: E[B(e1,𝑡)] ≠  E[B(e2,𝑡)], … , ≠  E[B(e𝑘+1,𝑡)].                  
A test of significance level is conducted by rejecting the null 

hypothesis of EPA when; 

  𝑆 𝑜𝑟 𝑆𝑐 > 𝑋𝑘,1−𝛼
2 .                                                                        

Her, 𝑋𝑘,1−𝛼
2  is the quantile of 𝑋𝑘,

2  distribution. Rejection of 

the null hypothesis using S or Sc implies that one or more of 

the alternative models stands out in terms of predictive 

ability [39]. The hypothesis for the Diebold Marino test of 

EPA is 

 𝐻𝑜: B[L(e1,𝑡)] =  E[B(e2,𝑡)],   

implies that the observed differences between the 

performance of two forecasts are not significant, while the 

alternative hypothesis, 

 𝐻1: E ≠  E[B(e2,𝑡)]     

implies that the observed differences between the 

performance of two forecasts are significant. The DM test 

has a normal distribution [40]. The assumption for the test is 

that the models are not nested. Alternative models are 

invariant to any permutation (reordering) [39]–[44]. 

III.  RESULTS AND ANALYSIS 

In this section, The Intelligent ARIMA-NARNET model is 

developed and its forecasting power is assessed. A 12-month 

forecast of coconut price is made using the ARIMA, 

NARNET and ARIMA-NARNET Hybrid models. 

A. COCONUT PRICE ARIMA MODELLING 

The ARIMA modelling is presented in this section. 

 

1) ARIMA Model Identification 

 The entire data obtained is used to train the ARIMA 

model. The data as seen in Figure 1 is not stationary. A 

condition necessary to train the ARIMA model is that the 

data is stationary. The ARIMA model is anticipated by 

identifying a stationary time series at the first difference, 𝑑 =
1. This is shown in Figure 3.   

The SACF and the SPACF are plotted from the stationary 

time series. The ARIMA 𝑝, 𝑞 parameters were identified 

using SACF and SPACF plots which are shown in Figure 4 

and Figure 5 respectively. Observing the SPACF, the 

autocorrelations spike at lag 1, and die off sharply for the 

other lags, hence the 𝑝 is estimated to be 1.  The identified 

tentative model for the coconut price data is an 

𝐴𝑅𝐼𝑀𝐴 (1,1,0) with equation (10). 

(1 − ∅1𝐿)(1 − 𝐿)𝑦𝑡 =  𝜖𝑡 ………………………….....  (10) 

Equation (10) is expanded to give equation (11). 

𝑦𝑡 =  𝑦(𝑡−1)(1 + ∅1) − ∅1𝑦(𝑡−2) +  𝜖𝑡   ……………… (11) 

 
FIGURE 3.  First difference plot of average coconut price  

 

 
FIGURE 4.  Sample Autocorrelation function for the first difference of 
Coconut Price. 
 

 
FIGURE 5.  Sample Partial Autocorrelation function for the first difference 
of Coconut Price. 
 

2) ARIMA Model Parameter Estimation 

The model parameters are estimated using the MATLAB 

Econometric Modeler [45]. Tentative models are assessed 

and compared, using the AICs and BICs; for instance, the 

ARIMA models with and without the constant terms were 

compared and the models trained under the Gaussian, and 

𝑡 distributions are compared. The results obtained by 

following the iterative procedure of ARIMA model 

estimation are given in Table 1 and Table 2. 
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Table 1. Parameter estimates for ARIMA (1,1,0) model 

Parameter Value Standard 

Error 
𝒕 
Statistic 

𝑷-Value 

Constant -    

𝑨𝑹 (𝟏) -0.33438 0.060473 -5.5294 3.214e-08 

Variance 71167.9454 6807.4798 10.4544 1.3992e-25 

 
Table 2. Performance values of 𝑨𝑹𝑰𝑴𝑨 (𝟏, 𝟏, 𝟎) model 

Model AIC BIC 

𝐴𝑅𝐼𝑀𝐴 (1,1,0) 1374.1748 1379.3035 

 

The estimation is done with the Gaussian probability 

distribution and the constant term omitted to optimize the 

model. The parameters in Table 1 are substituted into the 

model, equation (11) which gives equation (12). 

 

𝑦𝑡 =  0.66562𝑦(𝑡−1) +  0.33438𝑦(𝑡−2) +  𝜖𝑡…….…… (12) 

 

The MATLAB code for equation (12) is Appendix I. 

Appendix I is then applied in Appendix II to carry out the 

ARIMA forecast. Figure 6 and Figure 7 are the ARIMA 

Model Fit Plot and Residual Plot of the Average Coconut Price 

respectively. 

 

 
FIGURE 6.  Plot of ARIMA(1,1,0) Model 
 

 
FIGURE 7.  Plot of Residual of ARIMA (1,1,0) model 
 
 

3) Diagnostic Checking 

The ARIMA Model Fit Plot and Residual Plot model is 

assessed using the Residual Sample Autocorrelation Plot as 

shown in Figure 8. There are spikes in the Residual SACF 

which indicates autocorrelation in the residual data, thus the 

 

 
FIGURE 8.  Residual Sample Autocorrelation Function 

ARIMA model is still not sufficient for the coconut price 

data hence the need to model the residual data. The 

Nonlinear Autoregressive Neural network (NARNET) is 

used to model the residual. 

B. RESIDUAL NARNET MODELLING 

The NARNET modelling process involves three steps (1) 

setting the input parameters for the NARNET training, (2) 

training the Network and (3) deploying the Neural network. 

The NARENT modelling process is discussed below.  

 

1) Setting Input parameters for NARNET training 

The training process is achieved using the Neural Net 

Time Series application which is part of the Machine 

learning and Deep learning Applications cluster in 

MATLAB [46]. The residual time series is used as the only 

input for the NARNET and requires a continuous feed of 

forecasted data to allow the network to continue working. 

The input of the neural network is the residual of the ARIMA 

model. The residual is retrieved using the code provided in 

Appendix III. The input data is 98 months data points; short 

by 1 month because of the first differencing at the ARIMA 

modelling stage. The delay time step is set at 2 months. 70% 

of the data is used for training the neural network, 15% is 

used to test the trained network and the other 15% is used to 

validate the Network. The neural network architecture is set 

as per Figure 9 for a single horizon forecast and Figure 10 

for multiple horizons forecast. 

 

 
FIGURE 9.  Closed loop NARNET architecture 

 
FIGURE 10.  Open loop NARNET architecture 
 

There are 90 hidden layers and one output layer with an 

output node. The 90 hidden layers is optimal and was arrived 

at through continues testing process.  
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 The NARNET is first initialized using random weights at 

the start of the training process. A Levenberg-Marquardt 

Back Propagation (LMBP), an iterative algorithm is chosen 

to train the NARNET model. The LMBP algorithm locates 

the minimum of a function which is expressed as the sum of 

the squares of nonlinear functions through an iterative 

process.  The training cycle ‘epoch’, is set automatically by 

converging at the minimum point of the function. The least 

MSE is used in the NARNET training to identify the best 

number of layers and associated neurons in each hidden layer 

[39]. 

2) Training Result 

After the NARNET architecture has been set, in the 

workflow, Appendix IV, or the training application window, 

the training command is executed by clicking the train button 

and waiting up until it is done. The training outputs of the 

neural network have several parameters which are necessary 

for the neural network to be trained optimally.  

 

 
 
FIGURE 11.  Trained output 
 

The Progress box in Figure 11, the Trained output, shows the 

error performance of the network which is initialized at 4.06 

x 10+7 MSE and stopped at 2.53x10+4 MSE. The training 

performance window in Figure 12 shows that overfitting and 

underfitting are avoided by training the network such that 

training, testing, and validation performance graphs are  

 

 
FIGURE 12.  Training performance 

 

parallel. The R, an indication of the linear relationship 

between the outputs and targets, which measures the 

goodness of fit, of the neural network model is above 71% 

for the training set. Figure 13 shows the model summary 

where the testing and validation sets are above 42%. Here 

there is a little compromise on the R for the validation and 

 
 

 
FIGURE 13.  Model Summary 

 
FIGURE 14.  Response of Output Element for Residual Time-Series 
 



 

VOLUME XX, 2017 9 

 
FIGURE 15.  Errors of the fitted Residual neural network 

 

testing R. The training is repeated until R above 50% is 

achieved for the training and the testing and validation sets. 

The fitted model for the residual is presented in Figure 14. 

Figure 15 is the errors associated with the neural network 

model. The sufficiency of the neural network is assessed 

using the autocorrelation of errors. There is no 

autocorrelation in the errors (Erro1) as shown in Figure 16.   

 
FIGURE 16.  Autocorrelation of Error1 

 

The spikes do not die sharply beyond the first lag for the non-

zero correlations from the neural network errors. It is the 

same case in the autocorrelation correlation between Input1 

and Error1 (Target1 – Output1) as shown in Figure 17.  

 

 
FIGURE 17.  Autocorrelation Correlation between Input1 and Error1 
(Target1 – Output1) 

 

There is no evidence of a correlation between errors (Erro1), 

and input (ARIMA residual). The inference is that the 

NARNET model is now sufficient to model the residual 

component of the coconut price. 

 

3) Deploying the NARNET 

The NARNET model is deployed as a function with the 

input Arguments stored in the trained network structure in 

the MATLAB workspace, Appendix V is the function. The 

advantage of deploying a trained network in such way is to 

avoid the network behaving as a stochastic model but as a 

deterministic function. 

 

C. INTELLIGENT HYBRID ARIMA-NARNET MODELLING 

 The hybrid model is deduced from equation (9). The 

ARIMA model can be expressed mathematically as equation 

(12), which is also in MATLAB code as Appendix II, but the 

NARNET model as shown in Appendix IV cannot easily be 

expressed in a single mathematical equation, instead, the 

hybrid model is expressed in the code form as presented in 

Appendix VI. 

D. A 12-MONTH FORECAST USING THE MODELS 

 In Figure 18, the forecast of coconut price is plotted, for 

three different models, ARIMA, NARNET and Intelligent 

Hybrid ARIMA-NARNET. Other features of the plot are: the 

observed price time series and the 95% confidence bound of 

the Intelligent Hybrid ARIMA-NARNET model. The are 

some missing prices from March 2023–August 2023 from 

the observed prices time series; however these do not have 

any impact on the forecast as the data used for the model span 

from January 2014-February 2023. The previous month 

January 2023 is used to estimate the missing month's prices. 
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FIGURE 18.  Forecasted monthly coconut price 

E. FORECAST EVALUATION 

The MDM test showed a test statistic of S or Sc at infinity 

for the first forecast horizon and NAN for the other forecast 

horizons (2nd to 12th). The NAN signifies that the test was 

not successful, this may be due to the models having nested 

properties and this results in the singular matrixes in 

calculating the S and Sc Statistics. On the other hand, the 

infinity on the chi-square scale signifies that there is at least 

one of the models with superior predictive ability, 

concerning the other models in the first forecast horizon. The 

DM test is resorted to identifying the model with the superior 

predictive ability. Here the assumption was that the models 

are 4th-order polynomials as can be seen in Figure 1. Per the 

nature of the DM statistic in this particular test, it may 

produce equivalent statistics at both ends of the normal 

distribution curve as can be seen in Figure 19. The DM test 

statistics generally reduce as the forecast horizon increases.  

Rejection of the null hypothesis using DM statistic implies 

that one or more of the alternative models have superior 

predictive ability. The models are characterized in a 95%  

 

 
FIGURE 19.  The DM test result 

confidence interval bound which is equivalent to the test 

statistic 1.96. or below. It is expected that the alternative 

model has superior predictive ability, if the DM statistic 

>1.96. as shown in Figure 19. The DM test result shows, the 

hybrid ARIMA-NARNET and ARIMA forecast comparison 

for the first month/ horizon has a superior predictive ability. 

The ARIMA and NARNET comparisons are not considered 

as their results are inconsistent for both loss functions. 

Comparatively hybrid ARIMA–NARNET is better than 

ARIMA from the forecast graph (Figure 18). The hybrid 

ARIMA–NARNET blends some nonlinear features which 

are captured by the NARNET with the ARIMA. 

IV. CONCLUSION 

The results conclude that the Hybrid ARIMA-NARNET 

model is better for forecasting agriculture commodity prices 

than both the ARIMA and NARNET models. This is because 

the use of a single ARIMA model cannot capture all patterns 

for an optimal forecast, it captures mostly the linear patterns. 

Per the analysis above, the NARNET model is ideal for 

nonlinear time series. In this paper, a hybrid model of 

coconut price prediction is proposed. The forecast evaluation 

indicates that the hybrid ARIMA-NARNET model is the 

best at forecasting coconut prices as it has the strongest 

predictive ability. Hybrid models can complementarily 

capture patterns of coconut price data and improve 

forecasting accuracy. The proposed hybrid forecasting 

model blends linear and nonlinear model features. The 

coconut price forecast model suggested in this study will 

help farmers, exporters, and the government to maximize 

profits in the future. 
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APPENDIX A. SUPPORTING INFORMATION 

Supplementary codes associated with this article can be 

found online at: https://bit.ly/3XopI2B 
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I. INTRODUCTION18

Indonesia produced 17.13 million tons of coconut in 2019.19

Based on the World Atlas report, coconut production in20

Indonesia is the highest in the world. Referring to the21

data from the Indonesian Central Statistics Agency (BPS),22

coconut exports from Indonesia reached 1.53 million tons23

or US$ 819.26 million as of the third quarter of 2020.24

The countries which are the destinations for Indonesia’s25

coconut exports includes fthe United States, Netherlands,26

The associate editor coordinating the review of this manuscript and

approving it for publication was Xianzhi Wang .

South Korea, China, Japan, Singapore, Philippines and 27

Malaysia [1]. Therefore, the coconut price forecast has a 28

fundamental importance in the trading strategy of Indonesia. 29

A good forecasting model is critically important to predicting 30

the future price of coconut accurately, thus proper planning 31

could be made by the farmers, exporters, and the government 32

to maximize future profit. The forecast of the coconut price in 33

time series is considered one of the most challenging because 34

of fluctuation issues of coconut price. Fluctuations in agri- 35

cultural prices affect the supply and demand of commodities 36

and have a significant impact on consumers and farmers [2]. 37

Fluctuations in coconut price lead to uncertainty of income 38
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for the farmer, making it difficult for the government to put39

in place policies and stabilize supply and demand.40

The Autoregressive integrated moving average (ARIMA)41

model has been one of the vital and widely used methods42

in time series forecasting [3], [4], [5]. The popularity of the43

ARIMA model is due to its statistical properties as well as44

the use of the well-known Box-Jenkins methodology in the45

model-building process [6]. This model assumes the time46

series under study is generated from a linear process. Sev-47

eral methods have been used to model and predict coconut48

prices including the ARIMA model [7], [8], [9]. Results49

showed the potential of the ARIMAmodel accurately predict50

coconut price data. However, ARIMA time series models51

are generated from linear processes and therefore may be52

unsuitable for most practical problems that are nonlinear.53

Prices of industrial agriculture are largely influenced by even-54

tualities, and seasonality, consequently prices are nonlinear55

and difficult to predict [10]. The fluctuation of coconut prices56

is considered an uncertain behaviors and changes over time.57

Some factors that influence the fluctuations of coconut price58

are company pricing, falling market demand for coconut, and59

declining quality, and quantity of coconut products. There-60

fore, it is a challenge to propose an appropriate approach to61

forecast coconut prices.62

Recently, time series data can be modelled using artificial63

neural networks (ANN). The main advantage of a neural net-64

work is its flexible functional form and universal functional65

approximator. ANN is effective in solving nonlinear data pat-66

tern problems. Many non-linear problems are relevant today,67

including forecasting stock markets with uncertain behaviour68

and changing over time. There are several studies where neu-69

ral networks are used to address agricultural commodity price70

forecasting [11], [12], [13], [14]. The results conclude that the71

ANN is a better model for forecasting agriculture commodity72

prices than the ARIMA model [15]. However, the use of a73

single ANN model could not be complementary in capturing74

patterns to obtain an optimal prediction. The literature review75

demonstrates that the ANN model is suitable for nonlinear76

time series data and the ARIMA model is suitable for linear77

time series data. In this paper, a hybrid model of coconut price78

prediction is proposed. The motivation behind this hybrid79

model is the fact that coconut price fluctuation is complex.80

The hybrid methodology combines both ARIMA and ANN81

models to take advantage of ARIMA and ANNmodels in lin-82

ear and nonlinear modelling. The ability of a hybrid approach83

combining ARIMA and ANN models for coconut price fore-84

casting is investigated. The use of hybrid models could be85

complementary in capturing patterns of coconut price data86

and could improve forecasting accuracy. Quite different from87

the ARIMA model and ANN model, this proposed hybrid88

model combines the ARIMA, and ANN to more accurate89

predictions for coconut prices. The coconut price prediction90

model proposed in this study will help farmers, exporters, and91

the government to maximize profits in the future.92

This paper is organized as follows: Section II discusses the 93

methods used in the research work. Section III presents the 94

results of ARIMA-NARNET modelling process for coconut 95

price prediction. NARNET is a version of ANN. Section IV 96

summarizes the present study and draws some conclusions. 97

II. RESEARCH METHODS 98

The research methods section involves acquiring the data, 99

process’ used to develop the models, forecasting process and 100

lastly the evaluation of the forecasts. 101

A. DATA 102

The data for the study is the monthly price of coconut 103

obtained from the Department of Industry and Trade, Indra- 104

giri Hilir Regency, Indonesia. The data sample is the aver- 105

age coconut price per month starting from January 2014 to 106

February 2022. Therefore, there are 115 coconut price data 107

points in rupiah currency which have been collected for 108

8 years and 3 months. The historical data of the coconut 109

prices per month was fluctuating over time. This is shown 110

in Figure 1. The data can be found online at: https://bit.ly/ 111

3M7TvcM 112

FIGURE 1. Average coconut price in rupees per kilogram from 2014-2022.

B. ARIMA MODEL 113

ARIMA(p, d, q) model is stochastic in nature and has been 114

used in diverse fields for prediction studies [16], [17], [18]. 115

ARIMAwas first put into use in time series for modelling and 116

forecasting by Box Jenkins in 1970 [19]. The model is made 117

up of three parts; autoregressive (AR), integrated (I ), and 118

moving average (MA). ARIMA model is developed in three 119

steps: (1) Model Identification, (2) Parameter Estimation and 120

(3) Diagnostic Checking 121

1) MODEL IDENTIFICATION 122

Model identification involves finding the order of theARIMA 123

model using the sample autocorrelation function (SACF) and 124

sample partial autocorrelation function (SPACF) charts [20]. 125

SACF of a time series is the correlation of its past’s values 126

with its future values. Given that data points of the time series 127

with first N − 1 observation is Xt : t = 2, 3, . . . ,N , where 128

2 VOLUME 11, 2023
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t = 1, 2, . . . .,N − 1, the relationship between Xt and Xt+1129

is defined as equation (1) and equation (2);130

r1 =

∑N−1
t=1 (xt − X1) (xt+1 − X2)[∑N−1

t=1 (xt − X1)2
] [∑N−1

t=1 (xt − X1)2
] (1)131

r1 =

∑N−1
t=1 (xt−X) (xt+1 − X)∑N−1

t=1 (xt − X)2
(2)132

X1 is the first N − 1 observation’s mean. When N is substan-133

tially large, variations among sub-period means X1 and X2 are134

neglected and r1 is calculated by equation (3):135

rk =

∑N−1
t=1 (xt − X) (xt+k − X)∑N−1

t=1 (xt − X)2
. (3)136

SACF is used to identify the moving average order of a137

stationary time series. SPACF is the correlation between lag138

values with other shorter lags of the group at various lags k ,139

where k = 1, 2, 3 . . .. SPACF at varied lags k is defined by140

equation (4);141

rkk =
rk −

∑k−1
j=1 rk−1,jrk−1

1 −
∑k−1

j=1 rk−1,jrj
(4)142

rk,j = rk−1,j − rkkrk−1,k−j, j = 1, 2, . . . , k − 1. SPACF is143

used to identify the autoregressive order of a stationary time144

series. SPACF of an AR(p) process at lag p+ 1 and beyond is145

zero.146

2) PARAMETER ESTIMATION147

The Box–Jenkins model of order ARIMA(p, d, q) is given by148

equation (5).149

φ(1+L)p(1+L)dyt = c+ θ (1+L)qεt (5)150

The variable yt , the future value at time step t , is taken to be151

a linear function of several past observations yt−n, 1, 2, . . . ,152

n < t and random errors, εt as demonstrated by equation (5).153

p is the autoregressive order; q is the moving average order154

and d represents the differencing order of the coconut price155

time series. L is the Lag operator. φ and θ are the coef-156

ficients of regressions for the autoregressions and moving157

averages [21], [22].158

3) DIAGNOSTIC CHECKING159

The residual (white noise) of models is assessed using the160

correlogram (SACF and SPACF), Ljung–BoxQ tests [23] and161

Durbin–Watson test [24] to test the sufficiency of the models.162

C. ANN MODEL163

The artificial neural network has the potential to represent164

complex, nonlinear relationships [25], [26], [27], [28], [29],165

[30], [31], [32], [33], [34]. The evolution of ANN has given166

rise to the multilayer perceptron (deep learning), which is167

effective at modelling and predicting complex, nonlinear rela-168

tionships in time series. It is made up of an input layer, hidden169

layer; and an output layer. The hidden layer is a network of170

FIGURE 2. The perceptron forward propagation.

three layers connected by open-chain linkages as shown in 171

Figure 2. 172

wi,j and wj where i = 0, 1, 2, . . . ,P j = 1, 2, . . . ,Q 173

and are the model parameters. Also referred to as connection 174

weights, the model parameters have P as the number of input 175

nodes and Q as the number of hidden nodes. 176

After the hidden layers, the sigmoid function, equation (6), 177

among others is employed as an activation 178

Sig (x) =
1

1 + e−x
(6) 179

function to introduce nonlinearity to the output of the neural 180

network. The nonlinearity allows the network to arbitrarily 181

approximate complex functions as the perceptron is a linear 182

combination of the weights and the input vector. 183

The network is trained after the activation function is 184

applied. Training is done through Optimization (backprop- 185

agation) of the activated perceptron. This allows some of the 186

activated perceptron to drop out as the weight approaches 187

zero (regularization). The perceptron is trained in mini- 188

batches to allow the central processing unit (CPU) or graph- 189

ical processing unit (GPU) to process the network in a fast, 190

accurate estimation of gradients, smooth convergence of gra- 191

dients and also allow large learning rates [35]. The remaining 192

perceptron acts as an input node again, and weights are added 193

to form a new network. The backpropagation is done again. 194

The training process continues until there is one perceptron 195

node left. Equation (7) is the mathematical equation between 196

inputs (yt−1,. . . , yt−p) and output (yt ). 197

yt = w0 +

∑Q

j=1
wgg

(
w0j +

∑p

i=1
wi,jyt−i

)
+ et (7) 198

yt = f (yt−i, . . . , yt−P,W ) + et . (8) 199

The ANN model, equation (7) maps the input data to the 200

forecast values, yt . The connection weight, W is a vector 201

containing all parameters [31]. Equation (7) implies one 202

output node emerges as the step-ahead forecast. It shows 203

that the network is robust and can model any function when 204

the number of neurons of the hidden nodes (Q) are high 205

enough [36]. An out-of-sample forecasting can be effectively 206
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done using a primary network layout with a modest number207

of hidden nodes (Q) [37]. The parameter Q is influenced by208

the input data and therefore there is no alternative process209

for determining it. The selection of the number of input210

vectors, P, and its dimensionality is critical to ANN mod-211

elling [37]. The autocorrelation, a nonlinear framework of212

the time series is defined by P. It is one of the most vital213

parameters to estimate in an ANN model. Known hypothesis214

have not been able to assist in P selection. Research is mostly215

done to identify appropriate Q and P. In the implementation216

phase, we select the NARNET, a shallow learning model in217

MATLAB to model the residual of the ARIMA model.218

D. INTELLIGENT HYBRID ARIMA-NARNET MODEL219

The hybrid modelling process has the linear (ARIMA),220

and nonlinear (NARNET) components of the model defined221

respectively as L̂t and Ĵt [38]. The Intelligent hybrid model222

ŷt is estimated using the equation (9).223

ŷt = L̂t + Ĵt (9)224

Ĵt is the NARNET model trained from the residual of the225

ARIMA model Ĵt at time t .226

E. FORECAST EVALUATION227

The forecasts are evaluated using the Multiple Forecast Com-228

parison method (MDM) and if possible, the Diebold Mariano229

(DM) test. The multiple forecast comparison method investi-230

gates whether three or more forecasts for example, the Hybrid231

ARIMA-NARNET, ARIMA, and NARNET perform equally232

in terms of specific loss B () functions such as mean absolute233

error (MAE) and mean squared error (MSE). The Diebold234

Mariano test is used to compare whether two forecasts per-235

formed equally.236

The hypothesis for the Multiple forecasts’ comparison test237

of Equal predictive ability (EPA) is;238

Ho: E
[
B

(
e1,t

)]
= E

[
B

(
e2,t

)]
, . . . ,= E

[
B

(
ek+1,t

)]
.239

The alternative hypothesis is;240

H1: E
[
B

(
e1,t

)]
̸= E

[
B

(
e2,t

)]
, . . . , ̸= E

[
B

(
ek+1,t

)]
.241

A test of significance level is conducted by rejecting the null242

hypothesis of EPA when;243

SorSc > X2
k,1−α.244

Her, X2
k,1−α is the quantile of X2

k, distribution. Rejection of245

the null hypothesis using S or Sc implies that one or more246

of the alternative models stands out in terms of predictive247

ability [39]. The hypothesis for the Diebold Marino test of248

EPA is249

Ho: B
[
L

(
e1,t

)]
= E

[
B

(
e2,t

)]
,250

implies that the observed differences between the perfor-251

mance of two forecasts are not significant, while the alter-252

native hypothesis,253

H1: E ̸= E
[
B

(
e2,t

)]
254

FIGURE 3. First difference plot of average coconut price.

implies that the observed differences between the perfor- 255

mance of two forecasts are significant. The DM test has a 256

normal distribution [40]. The assumption for the test is that 257

the models are not nested. Alternative models are invariant to 258

any permutation (reordering) [39], [40], [41], [42], [43], [44]. 259

III. RESULTS AND ANALYSIS 260

In this section, The Intelligent ARIMA-NARNET model 261

is developed and its forecasting power is assessed. A 12- 262

month forecast of coconut price is made using the ARIMA, 263

NARNET and ARIMA-NARNET Hybrid models. 264

A. COCONUT PRICE ARIMA MODELING 265

The ARIMA modelling is presented in this section. 266

1) ARIMA MODEL IDENTIFICATION 267

The entire data obtained is used to train the ARIMA model. 268

The data as seen in Figure 1 is not stationary. A condition 269

necessary to train the ARIMA model is that the data is 270

stationary. The ARIMA model is anticipated by identifying 271

a stationary time series at the first difference, d = 1. This is 272

shown in Figure 3. 273

The SACF and the SPACF are plotted from the stationary 274

time series. The ARIMA p, q parameters were identified 275

using SACF and SPACF plots which are shown in Figure 4 276

and Figure 5 respectively. Observing the SPACF, the auto- 277

correlations spike at lag 1, and die off sharply for the other 278

lags, hence the p is estimated to be 1. The identified tentative 279

model for the coconut price data is an ARIMA(1, 1, 0) with 280

equation (10). 281

(1 − ∅1L) (1 − L) yt = ϵt (10) 282

Equation (10) is expanded to give equation (11). 283

yt = y(t−1) (1 + ∅1) − ∅1y(t−2) + ϵt (11) 284

2) ARIMA MODEL PARAMETER ESTIMATION 285

The model parameters are estimated using the MATLAB 286

Econometric Modeler [45]. Tentative models are assessed 287

and compared, using the AICs and BICs; for instance, the 288

ARIMA models with and without the constant terms were 289
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FIGURE 4. Sample autocorrelation function for the first difference of
coconut price.

FIGURE 5. Sample partial autocorrelation function for the first difference
of coconut price.

TABLE 1. Parameter estimates for ARIMA (1,1,0) model.

TABLE 2. Performance values of ARIMA(1, 1, 0) model.

compared and the models trained under the Gaussian, and t290

distributions are compared. The results obtained by following291

the iterative procedure of ARIMAmodel estimation are given292

in Table 1 and Table 2.293

The estimation is done with the Gaussian probability dis-294

tribution and the constant term omitted to optimize the model.295

The parameters in Table 1 are substituted into the model,296

equation (11) which gives equation (12).297

yt = 0.66562y(t−1) + 0.33438y(t−2) + ϵt (12)298

The MATLAB code for equation (12) is Appendix I.AQ:6 299

Appendix I is then applied in Appendix II to carry out the300

ARIMA forecast. Figure 6 and Figure 7 are the ARIMA301

FIGURE 6. Plot of ARIMA(1,1,0) model.

FIGURE 7. Plot of residual of ARIMA (1,1,0) model.

FIGURE 8. Residual sample autocorrelation function.

Model Fit Plot and Residual Plot of the Average Coconut 302

Price respectively. 303

3) DIAGNOSTIC CHECKING 304

The ARIMA Model Fit Plot and Residual Plot model is 305

assessed using the Residual Sample Autocorrelation Plot as 306

shown in Figure 8. There are spikes in the Residual SACF 307

which indicates autocorrelation in the residual data, thus the 308

ARIMA model is still not sufficient for the coconut price 309

data hence the need to model the residual data. The Nonlinear 310

Autoregressive Neural network (NARNET) is used to model 311

the residual. 312

B. RESIDUAL NARNET MODELING 313

The NARNETmodelling process involves three steps (1) set- 314

ting the input parameters for the NARNET training, (2) train- 315

ing the Network and (3) deploying the Neural network. The 316

NARENT modelling process is discussed below. 317

1) SETTING INPUT PARAMETERS FOR NARNET TRAINING 318

The training process is achieved using the Neural Net Time 319

Series application which is part of the Machine learning and 320
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Deep learning Applications cluster in MATLAB [46]. The321

residual time series is used as the only input for the NARNET322

and requires a continuous feed of forecasted data to allow the323

network to continue working. The input of the neural network324

is the residual of the ARIMAmodel. The residual is retrieved325

using the code provided in Appendix III. The input data is326

98 months data points; short by 1 month because of the first327

differencing at the ARIMA modelling stage. The delay time328

step is set at 2 months. 70% of the data is used for training329

the neural network, 15% is used to test the trained network330

and the other 15% is used to validate the Network. The neural331

network architecture is set as per Figure 9 for a single horizon332

forecast and Figure 10 for multiple horizons forecast.333

FIGURE 9. Closed loop NARNET architecture.

FIGURE 10. Open loop NARNET architecture.

There are 90 hidden layers and one output layer with an334

output node. The 90 hidden layers is optimal and was arrived335

at through continues testing process.336

The NARNET is first initialized using random weights337

at the start of the training process. A Levenberg-Marquardt338

Back Propagation (LMBP), an iterative algorithm is chosen to339

train the NARNET model. The LMBP algorithm locates the340

minimum of a function which is expressed as the sum of the341

squares of nonlinear functions through an iterative process.342

The training cycle ‘epoch’, is set automatically by converging343

at the minimum point of the function. The least MSE is used344

in the NARNET training to identify the best number of layers345

and associated neurons in each hidden layer [39].346

2) TRAINING RESULT347

After theNARNET architecture has been set, in theworkflow,348

Appendix IV, or the training application window, the training349

command is executed by clicking the train button and waiting350

up until it is done. The training outputs of the neural network351

have several parameters which are necessary for the neural352

network to be trained optimally.353

The Progress box in Figure 11, the Trained output, shows354

the error performance of the network which is initialized355

at 4.06 × 10+7 MSE and stopped at 2.53 × 10+4 MSE.356

The training performance window in Figure 12 shows that357

FIGURE 11. Trained output.

FIGURE 12. Training performance.

overfitting and underfitting are avoided by training the net- 358

work such that training, testing, and validation performance 359

graphs are parallel. The R, an indication of the linear rela- 360

tionship between the outputs and targets, which measures the 361

goodness of fit, of the neural network model is above 71% for 362

the training set. Figure 13 shows the model summary where 363

the testing and validation sets are above 42%. Here there is 364

a little compromise on the R for the validation and testing R. 365

The training is repeated until R above 50% is achieved for 366

the training and the testing and validation sets. The fitted 367

model for the residual is presented in Figure 14. Figure 15 368

is the errors associated with the neural network model. The 369

sufficiency of the neural network is assessed using the auto- 370

correlation of errors. There is no autocorrelation in the errors 371

(Erro1) as shown in Figure 16. 372
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FIGURE 13. Model summary.

FIGURE 14. Response of output element for residual time-series.

The spikes do not die sharply beyond the first lag for the373

non-zero correlations from the neural network errors. It is the374

same case in the autocorrelation correlation between Input1375

and Error1 (Target1 – Output1) as shown in Figure 17.376

There is no evidence of a correlation between errors377

(Erro1), and input (ARIMA residual). The inference is that378

the NARNET model is now sufficient to model the residual379

component of the coconut price.380

3) DEPLOYING THE NARNET381

The NARNET model is deployed as a function with the382

input Arguments stored in the trained network structure in383

the MATLAB workspace, Appendix V is the function. The384

advantage of deploying a trained network in such way is to385

avoid the network behaving as a stochastic model but as a386

deterministic function.387

C. INTELLIGENT HYBRID ARIMA-NARNET MODELING388

The hybrid model is deduced from equation (9). The ARIMA389

model can be expressed mathematically as equation (12),390

which is also in MATLAB code as Appendix II, but the391

NARNET model as shown in Appendix IV cannot easily392

be expressed in a single mathematical equation, instead, the393

FIGURE 15. Errors of the fitted residual neural network.

FIGURE 16. Autocorrelation of Error1.

FIGURE 17. Autocorrelation correlation between Input1 and Error1
(Target1 – Output1).

hybrid model is expressed in the code form as presented in 394

Appendix VI. 395

D. A 12-MONTH FORECAST USING THE MODELS 396

In Figure 18, the forecast of coconut price is plotted, for 397

three different models, ARIMA, NARNET and Intelligent 398

Hybrid ARIMA-NARNET. Other features of the plot are: the 399

observed price time series and the 95% confidence bound 400

of the Intelligent Hybrid ARIMA-NARNET model. The are 401

some missing prices from March 2023–August 2023 from 402

the observed prices time series; however these do not have 403
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FIGURE 18. Forecasted monthly coconut price.

FIGURE 19. The DM test result.

any impact on the forecast as the data used for the model404

span from January 2014-February 2023. The previous month405

January 2023 is used to estimate the missing month’s prices.406

E. FORECAST EVALUATION407

The MDM test showed a test statistic of S or Sc at infinity408

for the first forecast horizon and NAN for the other forecast409

horizons (2nd to 12th). The NAN signifies that the test was410

not successful, this may be due to the models having nested411

properties and this results in the singular matrixes in calcu-412

lating the S and Sc Statistics. On the other hand, the infinity413

on the chi-square scale signifies that there is at least one of414

the models with superior predictive ability, concerning the415

other models in the first forecast horizon. The DM test is416

resorted to identifying the model with the superior predictive417

ability. Here the assumption was that the models are 4th-order418

polynomials as can be seen in Figure 1. Per the nature419

of the DM statistic in this particular test, it may produce420

equivalent statistics at both ends of the normal distribution421

curve as can be seen in Figure 19. The DM test statistics422

generally reduce as the forecast horizon increases. Rejection 423

of the null hypothesis using DM statistic implies that one 424

or more of the alternative models have superior predictive 425

ability. The models are characterized in a 95% confidence 426

interval bound which is equivalent to the test statistic 1.96. 427

or below. It is expected that the alternative model has superior 428

predictive ability, if the DM statistic >1.96. as shown in 429

Figure 19. The DM test result shows, the hybrid ARIMA- 430

NARNET and ARIMA forecast comparison for the first 431

month/horizon has a superior predictive ability. The ARIMA 432

and NARNET comparisons are not considered as their results 433

are inconsistent for both loss functions. Comparatively hybrid 434

ARIMA–NARNET is better than ARIMA from the forecast 435

graph (Figure 18). The hybrid ARIMA–NARNET blends 436

some nonlinear features which are captured by the NARNET 437

with the ARIMA. 438

IV. CONCLUSION 439

The results conclude that the Hybrid ARIMA-NARNET 440

model is better for forecasting agriculture commodity prices 441

than both the ARIMA and NARNET models. This is because 442

the use of a single ARIMA model cannot capture all pat- 443

terns for an optimal forecast, it captures mostly the linear 444

patterns. Per the analysis above, the NARNET model is ideal 445

for nonlinear time series. In this paper, a hybrid model of 446

coconut price prediction is proposed. The forecast evaluation 447

indicates that the hybrid ARIMA-NARNETmodel is the best 448

at forecasting coconut prices as it has the strongest predictive 449

ability. Hybrid models can complementarily capture patterns 450

of coconut price data and improve forecasting accuracy. 451

The proposed hybrid forecasting model blends linear and 452

nonlinear model features. The coconut price forecast model 453

suggested in this study will help farmers, exporters, and the 454

government to maximize profits in the future. 455

APPENDIX A 456

SUPPORTING INFORMATION 457

Supplementary codes associatedwith this article can be found 458

online at: https://bit.ly/3XopI2B 459
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You will be receiving an email in the next few days with instructions for accessing the IEEE Author Gateway, which is the online portal where you can track your
manuscript through the production/publication process. You will receive page proofs from the production team within 7-10 business days after submitting final
files.  The corresponding author is responsible for making sure that all coauthors carefully review the page proofs and provide any necessary changes prior to
providing approval.

Once the proofs are approved, the Early Access version of the article will be replaced by the final, approved version on IEEE Xplore.  Once an article is published on
IEEE Xplore, it cannot be edited or withdrawn.

Once the copyright information is completed, within a few business days you will receive an email from Copyright Clearance Center (CCC) to settle your APC balance
of $1,950 USD plus applicable local taxes by check, credit card, or wire transfer. Please note that once you submit final files your article is considered published, and
you are responsible for covering the cost of the APC.  If you need assistance with the payment process, please contact CCC Customer Service at
IEEESupport@copyright.com.

For more information on what to expect after submitting final files, please visit our Post Acceptance Guide.

Thank you again for your fine contribution to IEEE Access.

Sincerely,

Miss Sweta Satapathy
IEEE Access

https://ieeeaccess.ieee.org/guide-for-authors/post-acceptance-guide/
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Next Steps for Your IEEE Accepted Article (ACCESS3275534)
From <wmsprod@ieee.org>
To <abdullah@unisi.ac.id>
Date 2023-05-10 05:39

Dear Dr. * Abdullah

Congratulations on your acceptance in IEEE Access. IEEE Publishing Operations received your accepted article "Intelligent Hybrid ARIMA-NARNET
Time Series Model to Forecast Coconut Price" (Digital Object Identifier or DOI: 10.1109/ACCESS.2023.3275534). While we begin preparing your
article for final publication, please complete your next step: confirming that you are an author of the article.

To complete the task, you will need a free IEEE Account so you can access the IEEE Author Gateway application to complete your next step.
Further information and instructions about Author Confirmation is provided at the bottom of this email.

IEEE could not associate an IEEE Account with the email address (abdullah@unisi.ac.id) which was received with your source files. (Note that
an IEEE Account is not the same as your Peer Review account.)

There are three likely reasons for this, each easily correctable:

I. You do not have an IEEE Account

1. If you do not already have an IEEE Account, you will need to create one at the URL below, using the exact email address listed below. We
suggest you use copy-and-paste from this email message into your IEEE Account to prevent typing errors. Please do not create a duplicate IEEE
Account if you already have one, as this may cause some delay.

abdullah@unisi.ac.id

https://www.ieee.org/profile/public/createwebaccount/showRegister.html

2. The application will automatically link your article to the newly created IEEE Account. At this time, we would like you to verify this by
logging into the IEEE Author Gateway at the following URL, using your IEEE Account credentials:

<https://authorgateway.ieee.org>

3. If you do discover an issue, please use one of the below emails explaining the problem.

Corresponding Author, please email authorgatewayhelp@ieee.org
Co-Authors, please email aghelp@ieee.org

Please do NOT send us your IEEE Account user ID or password. IEEE will never ask you for your IEEE Account log in information, as this would
be a security issue.

II. You have an IEEE Account

You already have an IEEE Account, but the email address information submitted with your article did not exactly match that in your IEEE
Account. You have two choices on how to remedy this situation:

Choice 1) Change your primary email address in your IEEE Account

1. To change your IEEE Account primary email address, please go to your IEEE Account at the URL below and update it with the exact email
address listed below. We suggest you use copy-and-paste from this email message into your IEEE Account to prevent typing errors.

abdullah@unisi.ac.id

https://www.ieee.org/profile/public/login/publiclogin.html

2. The application will automatically link your article if your IEEE Account matches the above identification information. At this time, we
would like you to verify this by logging into the IEEE Author Gateway at the following URL, using your IEEE Account credentials:

<https://authorgateway.ieee.org>

Please do NOT send us your IEEE Account user ID or password. IEEE will never ask you for your IEEE Account log in information, as this would
be a security issue.

Choice 2) Have IEEE Publications change your article information email address to match your IEEE Account

1. If you would like your IEEE Account primary email address to be updated in our editorial application, please inform us at one of the below
emails.

mailto:abdullah@unisi.ac.id
mailto:abdullah@unisi.ac.id
https://www.ieee.org/profile/public/createwebaccount/showRegister.html
https://authorgateway.ieee.org/
mailto:authorgatewayhelp@ieee.org
mailto:aghelp@ieee.org
mailto:abdullah@unisi.ac.id
https://www.ieee.org/profile/public/login/publiclogin.html
https://authorgateway.ieee.org/
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Corresponding Author, please email authorgatewayhelp@ieee.org
Co-Authors, please email aghelp@ieee.org

2. We suggest you go to your IEEE Account and copy your primary email address and paste this information into your email message to prevent
typing errors.

3. We will use the information you send us to link your IEEE Account with your article. IEEE will respond to you to confirm that your IEEE
Account is now linked to your article, or to request additional information to assist in this process.

Please do NOT send us your IEEE Account user ID or password. IEEE will never ask you for your IEEE Account log in information, as this would
be a security issue.

III. You already have an IEEE Account, and you cannot log in

1. If you think you have an IEEE Account but have forgotten your user ID and/or password, please use the URL below for help. If you continue
to have difficulty accessing your account, please inform us at one the below email addresses and we will direct your request to the
appropriate customer service area.

https://www.ieee.org/profile/public/login/publiclogin.html

Corresponding Author, please email authorgatewayhelp@ieee.org
Co-Authors, please email aghelp@ieee.org

2. Once your IEEE Account access is resolved, the IEEE Customer Service group will inform us. IEEE will respond to you to confirm that your
new IEEE Account is now linked to your article, or to request additional information to assist in this process.

AUTHOR CONFIRMATION
All authors in your article's author list must confirm that they are an author of the article, based on IEEE's definition of authorship. Visit
https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-ethics/ethical-requirements/#authorship for more
information about authorship.

Visit the IEEE Author Gateway to confirm that you are an author of this article. Click on the orange button next to the article's title under
the Alert heading labeled "Confirm Authorship."

Thank you,

IEEE Publishing Operations
445 Hoes Lane
Piscataway, NJ 08854

This email is for information only.
Please do not reply to this email as it will not be acknowledged.

mailto:authorgatewayhelp@ieee.org
mailto:aghelp@ieee.org
https://www.ieee.org/profile/public/login/publiclogin.html
mailto:authorgatewayhelp@ieee.org
mailto:aghelp@ieee.org
https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-ethics/ethical-requirements/#authorship
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Request Electronic Copyright Form Completion
From <xea@ieee.org>
To <abdullah@unisi.ac.id>
Cc <k.falco@ieee.org>, <xea@ieee.org>
Date 2023-05-10 05:39

Dear Dr. * ,

Please note that a completed electronic copyright form is needed for your article and required for publication. We no longer accept paper (or
PDF) copyright forms.

   "Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast Coconut Price"
   10.1109/ACCESS.2023.3275534
   Access-2023-06304

To address this, please log into the IEEE Author Gateway at the following URL:

https://authorgateway.ieee.org/

Next, click on the "Transfer Copyright" orange button. This will take you to the Electronic Copyright Database, where you can select the
appropriate copyright value for your article.

In order to access the IEEE Author Gateway and complete your electronic copyright form, you will need a registered IEEE Account to sign in
with your credentials. If you do not have an IEEE Account, then you can sign up for one for free on the IEEE Author Gateway login page. Please
see the "New User?" area and click on the "Create an IEEE Account" link. When you have successfully created your IEEE Account, please proceed
to the IEEE Author Gateway to log in, click "Transfer Copyright," and complete your electronic copyright submission.

Thank you,
IEEE Publications

https://authorgateway.ieee.org/
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IEEE Copyright Transfer Confirmation for Article: Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast Coconut Price
From <ecopyright@ieee.org>
To <abdullah@unisi.ac.id>
Cc <rsarpongstreetor@gmail.com>, <raja.sokkalingam@utp.edu.my>, <mahmod.othman@utp.edu.my>, <abdus_19000955@utp.edu.my>, <syahrantaugunawan@gmail.com>, <yusriwarti9@gmail.com>,

<zainalbdpn@gmail.com>
Date 2023-05-10 21:13

 CopyrightReceipt.pdf(~92 KB)

IEEE Electronic Publication Agreement Receipt
=============================================
 

Publication Title: IEEE Access
Article Title: Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast Coconut Price
Author(s): Abdullah,Richard Manu Nana Yaw Sarpong-Streetor,Rajalingam Sokkalingam,Mahmod Othman,Abdus Samad Azad,Gunawan Syahrantau,Yusriwarti,Zainal Arifin
Author E-mail:
abdullah@unisi.ac.id,rsarpongstreetor@gmail.com,raja.sokkalingam@utp.edu.my,mahmod.othman@utp.edu.my,abdus_19000955@utp.edu.my,syahrantaugunawan@gmail.com,yusriwarti9@gmail.com,zainalbdpn@gmail.com
eCF Paper Id: Access-2023-06304
 

Dear Colleague

Congratulations! You have successfully completed the IEEE Electronic Publication Agreement. A copy of the fully executed Agreement is attached here for your records. Please save this e-mail for
any future reference.
 

PLEASE DO NOT RESPOND TO THIS EMAIL.
For technical assistance or to search our knowledge base, please visit our support site at :

http://ieee.custhelp.com/app/answers/list/p/197,2375

http://ieee.custhelp.com/app/answers/list/p/197,2375
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Please Submit Your IEEE Article Processing Charge(s)
From IEEE APC Support <no-reply@email.copyright.com>
To <abdullah@unisi.ac.id>
Date 2023-05-11 00:21

 

Please submit your IEEE article processing charge(s)

COVID-19 ALERT
The safety and well-being of our members and authors is of great importance to IEEE.
Many universities are operating with limited staff and new procedures due to the
COVID-19 pandemic, IEEE knows there may be delays in APC payments. Unless
prompted to seek funding approval, you can pay APCs by credit card or pay by 'invoice'
to signal payment is intended as staff/funding is made available.

Dear Dr. * Abdullah,

Congratulations on being accepted for publication in IEEE Access.
You are receiving this email because you are the corresponding author and your
recently accepted article, listed below, has charges pending. This may include
Voluntary Page Charges, Overlength Page Charges, Color Figure Charges or Open
Access Charges.

Manuscript DOI: 10.1109/ACCESS.2023.3275534
Manuscript ID: Access-2023-06304
Manuscript Title: Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast
Coconut Price
Published by: Institute of Electrical and Electronics Engineers (IEEE)

To facilitate prompt publication, please pay your article processing charges using the
RightsLink® e-commerce solution from Copyright Clearance Center (CCC).

  Pay charges now / Raise an invoice  

  

To review and pay your charge(s), please click here.

To complete a secure transaction, you will need a RightsLink account. If you do not
have one already, you will be prompted to register as you are checking out your author
charges. This is a very quick process; the majority of your registration form will be pre-
populated automatically with information we have already supplied to RightsLink.

If you have any questions about these charges, need instructions on how to navigate
the billing application or issues with your bill, please contact CCC Customer Service
using the information below.

Sincerely,
Institute of Electrical and Electronics Engineers (IEEE)

 

Tel.: +1-877-622-5543 / +1-978-646-2777
IEEESupport@copyright.com
www.copyright.com

 

https://oa.copyright.com/apc-payment-ui/overview?id=0bf56637-1090-4ab8-9dc1-bc96ce5840bf&chargeset=CHARGES
https://oa.copyright.com/apc-payment-ui/overview?id=0bf56637-1090-4ab8-9dc1-bc96ce5840bf&chargeset=CHARGES
https://oa.copyright.com/apc-payment-ui/registration?id=0bf56637-1090-4ab8-9dc1-bc96ce5840bf&chargeset=CHARGES
mailto:IEEESupport@copyright.com
http://www.copyright.com/
http://www.copyright.com/
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Welcome to RightsLink
From <no-reply@email.copyright.com>
To <abdullah@unisi.ac.id>
Date 2023-05-12 07:25

 

Welcome to RightsLink®

Dear Dr. Abdullah Abdullah,

RightsLink® makes it easy to pay open access and other article publication charges
that Copyright Clearance Center (CCC) collects on behalf of your publisher.
RightsLink® accounts can be created by authors, institutions, funders, or any other
administrators who may pay or approve these article publication charges.

You can manage your account information, open invoices, and more through
your Manage Account page. Your user ID is the email address you used to set up your
account.

Your account can also be used to request permission from leading publishers to re-use
content through CCC.

If you have questions about your account; or, if you are having trouble locating specific
order information, please contact the CCC Customer Service team.

Sincerely,

Copyright Clearance Center

 

Tel.: +1-877-622-5543 / +1-978-646-2777
publicationservices@copyright.com
www.copyright.com

 

https://roa.copyright.com/rs-ui-web/manage_account/account-settings
http://www.copyright.com/
mailto:publicationservices@copyright.com
http://www.copyright.com/
http://www.copyright.com/
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Congratulations! Your article has been published in the Early Access area on IEEE Xplore
From <wmsprod@ieee.org>
To <abdullah@unisi.ac.id>
Date 2023-05-12 14:34

Dear Dr. *  Abdullah

This is to notify you that the following article, "Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast Coconut Price," is available
under the "Early Access" area on IEEE Xplore. This article has been accepted for publication in a future issue of this journal, but has not
been edited and content may change prior to final publication. It may be cited as an article in a future issue by its Digital Object
Identifier. To view the article abstract page, please use the below URL

https://ieeexplore.ieee.org/document/10123117

This paper appears in: IEEE Access
Print ISSN: 2169-3536
Online ISSN: 2169-3536
Digital Object Identifier: 10.1109/ACCESS.2023.3275534

IEEE Author Posting Policy:

IEEE seeks to maximize the rights of its authors and their employers to post the peer-reviewed accepted manuscript of an article on the
author's personal web site or on a server operated by the author's employer. Additionally, IEEE allows its authors to follow mandates of
agencies that fund the author's research by posting the peer-reviewed accepted manuscript versions of their articles in the agencies' publicly
accessible repositories. No third party (other than authors and employers) may post IEEE-copyrighted material without obtaining the necessary
licenses or permissions from the IEEE Intellectual Property Rights Office or other authorized representatives of the IEEE.

Thank you,

IEEE Publishing Operations
445 Hoes Lane
Piscataway, NJ 08854
This email is for information only.

https://ieeexplore.ieee.org/document/10123117
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Your Article has been received by IEEE (ACCESS3275534)
From <k.falco@ieee.org>
To <abdullah@unisi.ac.id>
Cc <k.falco@ieee.org>
Date 2023-05-15 22:55

Dear Dr. * Abdullah,

IEEE Publishing Operations received your article, "Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast Coconut Price," DOI
(identifier) 10.1109/ACCESS.2023.3275534, for publication in IEEE Access. IEEE will be contacting you periodically with updates on the
progress of your article through the production process.

Communication with IEEE Publishing Operations Staff through the IEEE Author Gateway requires a free IEEE Account.

You are receiving this email message because we could not match the information provided with your article with that in an IEEE Account. There
are three likely reasons for this, each easily correctable:

I. You Do Not Have an IEEE Account

1. If you do not already have an IEEE Account, you will need to create one at the URL below, using the exact email address listed below. We
suggest you use copy-and-paste from this email message into your IEEE Account to prevent typing errors. Please do not create a duplicate IEEE
Account if you already have one, as this may cause some delay.

abdullah@unisi.ac.id

https://www.ieee.org/profile/public/createwebaccount/showRegister.html

2. The application will automatically link your article to the newly created IEEE Account. At this time we would like you to verify this by
logging into the IEEE Author Gateway at the following URL, using your IEEE Account credentials:

<https://authorgateway.ieee.org>

3. If you do discover an issue please send an email to authorgatewayhelp@ieee.org explaining the problem.

Please do NOT send us your IEEE Account user ID or password. IEEE will never ask you for your IEEE Account log in information, as this would
be a security issue.

II. You Have an IEEE Account

You already have an IEEE Account, but the email address information submitted with your article, perhaps during the peer review process, did
not exactly match that in your IEEE Account.

You have two choices on how to remedy this situation:

A. Change Your IEEE Account to Match the Information Below

The email address we received with your article is as follows:

<not found>

1. To change your IEEE Account primary email address, please go to your IEEE Account at the URL below and update it with this email address as
your PRIMARY email address. We suggest you use copy-and-paste to prevent any typing errors.

https://www.ieee.org/profile/public/login/publiclogin.html

2. The application will automatically link your article if your IEEE Account matches the above identification information. At this time we
would like you to verify this by logging into the IEEE Author Gateway at the following URL, using your IEEE Account credentials:

<https://authorgateway.ieee.org>

Please do NOT send us your IEEE Account user ID or password. IEEE will never ask you for your IEEE Account log in information, as this would
be a security issue.

B. Have IEEE Publications Change Your Article Information to Match Your IEEE Account

1. If you would like your IEEE Account primary email address to be updated in our editorial application please inform us at
authorgatewayhelp@ieee.org.

2. We suggest you go to your IEEE Account and copy your primary email address and paste this information into your email message, this will

mailto:abdullah@unisi.ac.id
https://www.ieee.org/profile/public/createwebaccount/showRegister.html
https://authorgateway.ieee.org/
mailto:authorgatewayhelp@ieee.org
https://www.ieee.org/profile/public/login/publiclogin.html
https://authorgateway.ieee.org/
mailto:authorgatewayhelp@ieee.org
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prevent typing errors.

3. We will use the information you send us to link your IEEE Account with your article. IEEE will respond to you to confirm that your IEEE
Account is now linked to your article, or to request additional information to assist in this process.

Please do NOT send us your IEEE Account user ID or password. IEEE will never ask you for your IEEE Account log in information, as this would
be a security issue.

III. You Already Have an IEEE Account and You Cannot Log In

1. If you think you have an IEEE Account, but have forgotten your user ID and/or password, please use the URL below for help. If you continue
to have difficulty accessing your account, please inform us at authorgatewayhelp@ieee.org and we will direct your request to the appropriate
customer service area.

https://www.ieee.org/profile/public/login/publiclogin.html

2. Once your IEEE Account access is resolved, the IEEE Customer Service group will inform us. IEEE will respond to you to confirm that your
new IEEE Account is now linked to your article, or to request additional information to assist in this process.

Thank you,
Kristin Falco
Senior Journals Production Manager
k.falco@ieee.org
+1 732 562 6861
IEEE Publishing Operations
445 Hoes Lane
Piscataway, NJ 08854

mailto:authorgatewayhelp@ieee.org
https://www.ieee.org/profile/public/login/publiclogin.html
mailto:k.falco@ieee.org
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Thank You For Submitting Your Article Processing Charges
From IEEE APC Support <no-reply@email.copyright.com>
To <abdullah@unisi.ac.id>
Date 2023-05-19 19:06

 

Thank you for submitting your article processing charges!

Dear Abdullah Abdullah,

Thank you for submitting your Institute of Electrical and Electronics Engineers (IEEE)
article processing charges through Copyright Clearance Center's RightsLink service.
This notice is a confirmation that your order was successful.

Click here to access your transaction details and publisher terms and conditions.

When you click the link above you will be required to log in with your RightsLink
account credentials. Also, if you are forwarding this information to your
institution, most require both a copy of your order confirmation page (a print
friendly version is available online) and a copy of your invoice. Invoices are
generated every 2 hours, so a link to a PDF of your invoice will arrive under
separate cover within 2 hours.

Transaction Summary:
Order Date: 19-May-2023
Order Number: 10000544266
Primary Author: * Abdullah
Manuscript: Intelligent Hybrid ARIMA-NARNET Time Series Model to Forecast Coconut
Price
Manuscript DOI: 10.1109/ACCESS.2023.3275534
Manuscript ID: Access-2023-06304
Publication: IEEE Access
Total: 1462.50 USD

To access your account, please visit Manage Account Settings.

Please note: If you selected credit card as your payment option, your card will be
charged immediately. If you opted to pay by invoice, you will receive your invoice within
2 hours. Invoices are payable to Copyright Clearance Center immediately upon receipt.

If you have any questions, please contact CCC Customer Service using the information
below.

Sincerely,
Copyright Clearance Center

 

Tel.: +1-877-622-5543 / +1-978-646-2777
IEEESupport@copyright.com
www.copyright.com

 

https://oa.copyright.com/apc-payment-ui/transaction?id=0bf56637-1090-4ab8-9dc1-bc96ce5840bf&transactionId=03140895-87de-4b0b-bb9d-96b54a4295e0
https://roa.copyright.com/rs-ui-web/manage_account/account-settings
mailto:IEEESupport@copyright.com
http://www.copyright.com/
http://www.copyright.com/
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IEEE Xplore Publication Alert
From <wmsprod@ieee.org>
To <abdialam@yahoo.com>, <abdullah@unisi.ac.id>
Date 2023-05-26 14:40

 header.png(~248 KB)  footer.png(~12 KB)

Share:     

Congratulations Dr. * Abdullah!

Your article "Intelligent Hybrid ARIMA-NARNET Time Series Model to
Forecast Coconut Price", has just been published on IEEE Xplore.

Journal: IEEE Access
Publication Date: 2023
Volume: 11
On Page(s): 48568-48577
Print ISSN: 2169-3536
Online ISSN: 2169-3536
Digital Object Identifier: 10.1109/ACCESS.2023.3275534

View your article by clicking the title above or the Digital Object Identifier link.

For tools and templates for promoting your work over social media or through your organization's news outlets, visit The
IEEE Social Media and Communications Toolkit for Authors.

If you do not wish to receive publication alert emails, simply unsubscribe.

 

A not-for-profit organization, IEEE is the world's largest technical professional organization dedicated
to advancing technology for the benefit of humanity.
© Copyright 2023 IEEE - All rights reserved.
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