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Abstract. Nearest Mean Classifier (NMC) provides good performance for small sample training.
However concatenate different features into a high dimensional feature vectors and process them
using a single NMC generally does not give good results because dimensionality problem. Most
methods used to address the dimensionality problem focuses on feature selection method,
choosing a single feature subset, while ignoring the rest. Although there are several algorithms
have been proposed, but there are drawbacks to using of feature selection method. The assumption
that a large set of input features can be reduced to a small subset of relevant features is not always
true. In some cases the target feature is actually affected by most of the input features and removing
features will cause a significant loss of important information. Thus, the classifier may achieve a
lower level of accuracy than the classifiers that accesses all the relevant features. In this method
the feature set clusters into different feature subset. NMC ensembles constructed by assigning each
individual classifier in the ensemble with a cluster of different feature subset. The advantage of this
approach is that all of available information in the training set is used. There is no irrelevant fea-
ture in the training set are eliminated. Based on experimental results the new technique signif-
icantly improve the nearest mean classifier (NMC) with 95% confidence.

1. Introduction

Nearest mean classifier (NMC) was introduced by Fukunaga [1] as a classifier which uses the simi-
larity between patterns to determine the classification. For each class, NMC computes the class
mean (or centroid) of the training patterns. Similarity values obtained by calculate the Euclidean
distance between the test patterns to the class mean of the training patterns. NMC classifies any test
patterns (or unknown objects) to the class whose the class mean is closest to this test patterns. NMC
has been successfully applied to many classification problems and showed good performance and
very strong [2]. Furthermore NMC provides good performance for small training sample problem
[3]. Small training sample problems are problems with the number of samples is much smaller than
the number of features [4]. However concatenate different features into a high dimensional feature
vectors and process them using a single NMC generally does not give good results because dimen-
sionality problem. Most methods used to address the dimensionality problem focuses on feature
selection method, choosing a single feature subset, while ignoring the rest. Although there are
several algorithms have been proposed, but there are drawbacks to using of feature selection me-
thod. The assumption that a large set of input features can be reduced to a small subset of relevant
features is not always true. In some cases the target feature is actually affected by most of the input
features and removing features will cause a significant loss of important information. Thus, the
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classifier may achieve a lower level of accuracy than the classifiers that accesses all the relevant
features [5].

Multiple classifier combination aims to obtain the final classification decision by integrating the
output of several individual classifier [6]. The concept of multiple classifier system was first pro-
posed by Suen et al. [7] in order to improve the results of character recognition. In the literature,
this research area is defined by a number of different names, such as multiple classifier combination,
combining classifiers, classifier ensembles, committees of learner, mixtures of experts, the consen-
sus theory, hybrid methods, decision combination, multiple experts, cooperative agents, opinion
pool, sensor fusion [8]. Regardless of the different names that have been defined, the multiple clas-
sifier system combine several classifiers to obtain the final classification result. Currently. Combin-
ing multiple classifier is considered as a new direction for pattern recognition. Multiple classifier
system has been shown to be very helpful in improving the classification performance over single
classifier approach [9].

One of approach that used to construct a diverse classifier ensemble is the manipulation of input
features. This approach assigns different subset of features among individual classifier in the en-
semble (usually, the same base classifier used). The main method of this approach is the random
subspace method [10] which assigns a random subset of the original features to individual classifier
(on the same training sample). Feature subsets can overlap, and their sizes are usually identical.
Other methods that have similar idea with this method is the multiple feature subsets [11] and the
attributes bagging [12]. All of these methods are similar in the way they assign features randomly to
individual classifier in the ensemble. The differences are in the determination of subset and en-
semble size. A new method that uses this approach is the feature subset partitioning. In this method
the feature set clusters into different feature subset. Ensemble constructed by assigning each indi-
vidual classifier in the ensemble with a cluster of different feature subset from the pool of available
features. The advantage of this approach is that all available information in the training set is used.
There is no irrelevant feature in the training set are eliminated. Irrelevant feature does not need to be
eliminated in the combination of classifier, because this omitted feature may contain valuable in-
formation [13].

2. Proposed Method

In this method, a group of classifier built from the training data. Based on the original training data
a disjoint feature subset decomposition was performed. Ensemble classifier is built based on the
feature subset partition. Prediction class label of unknown pattern obtained by aggregating predic-
tions using a combiner. Fig. 1 shows the general idea of this method.

Original
Training Data

Step 1. Feature Subset

Decomposition

Step 2. Ensembles l ¢ l l
Construction C G Cs C, v | Gk
Step 3. Multiple I

Classifier Combination Combiner

Figure 1. General idea of diversity-based feature clustering for classifier combination
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Based on this idea an algorithm constructed to perform feature subset decomposition. Further-
more NMC ensemble constructed by projection of the feature subset of original training data. The
pseudocode for this algorithm is as follows:

Input: The n features training set and the class labels

process:

1. Make two subset of features that provides the greatest diversity

2. Choose any of the remaining features

3. Create possible features partition

4. Select the feature partition that provides maximum diversity measure

5. Go to step 2 until all of features have been partitioned

6. Use the feature partition to construct NMC ensemble

Output: a classifier ensemble C *

Input training set and class labels are required inputs. The next step was built two feature subset
that gives the maximum value of diversity in the ensemble. Diversity is measured based on support
diversity measure which is more frequently an agreement among the individual NMC provides
small value diversity. Furthermore disjoint feature set partitioning for all feature in such a way that
provides maximum diversity in the NMC ensembles. The last step the feature subset used to
construct NMC ensembles. Overall the steps as shown in Fig. 2.

Input training set and
class label

.

Create two feature subset with
maximum diversity

Y

whether all
the features
already

partitioned?

Yes No

randomly select the
remaining feature

v

create possible features
partition

!

Select the feature partition
that provides maximum
diversity measure

A\ 4
Construct the NMC
ensembles

End

Figure 2. The flowchart of diversity-based feature clustering algorithm for NMC

3. Research Methodology

In order to evaluate the performance of this method hence multiple NMC combination con-
structed to test its ability to perform classification task. The method of research as follows: (1)
NMC ensembles is designed using this new algorithm. (2) Applied the multiple NMC combination
for classification task (3) Classification experiments using NMC combination performed using sev-
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eral datasets. (4) The results which obtained evaluated by compare this NMC combination with the
original NMC. The steps of the research can be seen in Fig. 3.

NMC ensembles is designed
using this diversity-based
feature clustering algorithm.

!

Implementing the multiple
NMC combination

v

Conducting the experiments

:

Evaluated by compare
Multiple NMC combination
with the original NMC.

Figure 3. The steps of the research

4. Experiment Results

The results of individual nearest mean classifier accuracy using several datasets are presented in
Table 1.

Table 1. The accuracy of individual nearest mean classifier

# Experiment Fruit Pima Iris | Wine | Glass | Liver | Lenses ?rfggfg lonosphere | Soybean
1 5357 | 63.02 |9200|7191 | 4579 | 5507 | 66.67 | 64.44 69.23 75.24
2 5238 | 62.89 |91.33|7247 | 4486|5594 | 7083 | 62.96 69.80 74.59
3 50.00 | 63.41 |9267 | 7247 | 4533|5420 | 6250 | 62.22 70.66 75.90
4 5357 | 63.15 | 92.67 | 72.47 | 43.93 | 54.49 | 70.83 | 64.07 71.79 75.24
5 5357 | 63.67 |92.00|7247 | 4439|5391 | 58.33 | 64.44 70.09 74.59
6 5238 | 62.89 | 9200 | 72.47 | 44.86 | 56.23 | 66.67 | 64.07 68.66 75.57
7 4881 | 6341 | 9267 | 73.03 | 44.39 | 55.94 | 75.00 | 63.70 69.80 76.22
8 5238 | 6328 | 9200 | 73.03 | 44.86 | 55.36 | 54.17 | 64.07 70.37 75.24
9 5476 | 63.67 |91.33 | 7135|4533 | 5507 | 75.00 | 63.70 70.09 73.94
10 5119 | 6354 |92.00 | 73.03 | 43.46 | 55.65 | 70.83 | 64.07 70.94 73.62
Average 5226 | 6329 |9267 |7247|44725519 | 67.08 | 63.78 70.14 75.02
ggf‘/’l‘;?;‘r’] 1.81 030 | 049 | 053 | 070 | 0.79 | 693 | 0.69 0.88 0.83

The experiment results of multiple nearest mean classifier accuracy using the diversity based fea-
ture partitioning algorithm using several datasets are presented in Table 2.

Table 2. The accuracy of multiple nearest mean classifier combination

# Experiment Fruit | Pima | Iris | Wine | Glass | Liver | Lenses (Sﬁzg:_)tg)’ lonosphere | Soybean
1 95.24 | 67.06 | 87.33 | 95.51 | 37.85 | 53.33 | 75.00 79.26 80.06 75.57
2 96.43 | 67.71 | 86.67 | 93.26 | 48.60 | 55.07 | 62.50 | 82.59 76.92 76.55
3 97.62 | 68.49 | 88.00 | 93.82 | 47.20 | 52.75 | 75.00 | 84.44 76.35 75.90
4 92.86 | 68.23 | 87.33 | 92.70 | 47.66 | 54.49 | 75.00 | 84.81 73.79 72.64
5 96.43 | 67.84 | 86.00 | 92.13 | 48.60 | 49.57 | 87.50 | 85.93 78.35 75.57
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6 86.90 | 67.71 | 87.33 | 95.51 | 50.00 | 55.36 | 70.83 | 82.22 79.49 74.59

7 94.05 | 67.45 | 86.00 | 93.26 | 50.00 | 53.04 | 58.33 | 82.22 75.50 71.34

8 97.62 | 67.32 | 86.67 | 92.70 | 48.60 | 56.23 | 66.67 | 82.22 79.20 81.11

9 97.62 | 68.10 | 86.67 | 94.38 | 47.66 | 53.91 | 54.17 | 85.19 74.07 73.29

10 96.43 | 67.58 | 87.33 | 93.82 | 50.00 | 54.49 | 66.67 | 82.59 79.49 76.55
Average 95.12 | 67.75 | 86.93 | 93.71 | 47.62 | 53.83 | 69.17 | 83.15 77.32 75.31
Standard deviation | 3.29 | 0.43 | 064 | 1.15 | 358 | 1.85 9.66 1.96 2.33 2.68

Evaluation of the results is important to know the strengths and weaknesses of the new method.
During the experiment the performance of multiple NMC which constructed by the new method
compared with the performance of the original NMC. The student's t-test is used to compare aver-
age of classifier accuracy before and after combined by the proposed feature partitioning algorithm.
The comparison between the new multiple NMC which using this feature partitioning and the origi-
nal NMC shown in Table 3 and the the Line chart of comparison of Multiple NMC and Original

NMC show in Fig. 4.

Table 3. Comparison of the new multiple NMC combination and original NMC

Our hypothesis is NMC increased after applied the feature partitioning algorithm. In order to test
this hypothesis paired sample t-test used. Paired samples had different treatment i.e. before applied
feature partitioning algorithm to NMC and after applied this algorithm to NMC. One-tail t test was
performed to know whether the average of the samples Multiple NMC (MNMC) larger than

No | Dataset Original NMC Multiple NMC
1 Fruit 52.26 95.12
2 Pima 63.29 67.75
3 Iris 92.67 86.93
4 Wine 72.47 93.71
5 Glass 44,72 47.62
6 | liver 55.19 53.83
7 lenses 67.08 69.17
8 | statlog (heart) 63.78 83.15
9 lonosphere 70.14 77.32
10 | Soybean 75.02 75.31
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s000 (A g A
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Figure 4. The line chart of comparison of multiple NMC with original NMC

average of the sample NMC. Hypothesis for one-tail t test for paired two samples can be denoted :

H,: uy = p, (mean accuracy of original NMC with Multiple NMC is same )
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Hy: uy > pq (mean accuracy of Multiple NMC better than original NMC)

0 L
Figure 5. The student’s t distribution for one-tail t-test with Hy: p, > py

In a one-way t-test with H;: u, > p4 which called upper tail test, a series of t values on the right
of the t, boundary (the shaded region) called the critical region or rejection region (region of signi-
ficance). The t values on the left of t, called the acceptance region as shown in Fig. 5. The hypo-
thesis was tested statistically using a paired t-test (one-tail t-test) and tested at the 5% significance
level. The results of paired sample test using SPSS are presented in Fig. 6.

T-Test
Paired Samples Statistics
Std. Error
IMean I Std. Deviation IMean
Pair MMNC G5.6620 10 13.42646 424582
1 MMNC 74.9910 10 15.82364 5.00387
Paired Samples Correlations
M Correlation Sig.
Pair1  MNC & MMNC 10 514 129
Paired Samples Test
Paired Differences
95% Confidence
Interval of the
Std. Error Difference
Mean Std. Deviation Mean Lower Upper 1 df Sig. (2-tailed)
Pair1  MNC-MMNC -9.32900 1457591 460931 |-19.75598 1.09798 -2.024 9 074

Figure 6. The output of paired sample test using SPSS

Table "Paired Sample Statistics" indicates that the sample mean for the original NMC has a
mean 65.6620 and Multiple NMC has a mean 74.99910, but whether significantly higher? Accord-
ing to the "Paired Samples Test", shows that two-tail probability value is 0.074. During SPSS al-
ways produce two-tailed p-value, we have to change the generated p-value to match a one-tail t-test
by dividing it by 2. Thus, p-value = 0074/2 = 0.04 <0.05 (5%), thus MNMC is significantly higher
in other word we reject the H, and accept H, thus we can conclude that accuracy of NMC signifi-
cantly increased with 95% confidence after implementation of the feature set partitioning on
NMC to construct the Multiple NMC Combination.

5. Conclusion

We have presented a new algorithm for constructing disjoint feature set partitioning. The basic idea
is to decompose the original set of features into several subsets, construct NMC for each projection,
and then combine them. This paper examines whether the new algorithm can be useful for discover-
ing the appropriate partitioning structure based on diversity measure. The algorithm was evaluated
on several dataset. The results show that this algorithm outperforms original NMC. This experimen-
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tation leads us to conclude that the proposed algorithm can be used for creating more accurate NMC
ensembles. Additional issue to be further studied is how the feature set clustering can be imple-
mented with other classifier.
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Abstract. A new high-speed infrared video-based fatigue detection system was developed using a
system on a programmable chip (SOPC) in this study. Based on the limitations of PERCLOS, we
merged the eyes and mouth fatigue related characteristics to improve detection accuracy, used a
Difference of Gaussian (Do() filter operator to detect human faces and to implement a driver
fatigue detection method based on multi-feature fusion. The detection algorithm was produced
using FPGA with a parallel processing structure and pipeline technology. This system is innovative
and it can detect fatigued states efficiently and rapidly.

1. Introduction

Fatigue is a subjective feeling of tiredness and discomfort. However, fatigue is associated with
objective effects such as a loss of activity or work capacity. Driver fatigue is one of the main causes
of traffic accidents. Thus, real-time driver fatigue detection systems could have major practical
benefits in detecting the states of drivers. Driver fatigue detection could elicit an alarm or
alternative auxiliary driving measures if the level of fatigue reaches a certain level. Thus, such
systems could increase safety greatly. Many researchers in various areas are developing systems for
monitoring the physiological status and fatigue state of dnivers in real-time.

Fatigue testing technology can be divided into two categories: subjective testing and objective
testing. Since the development of computers and semiconductor science, practical objective testing
has been the main focus. At present, driver fatigue detection devices based on PERCLOS (the
abbreviations of Percentage of Eyelid Closure) are highly reliable. However, these methods have
problems when the driver wears glasses or if they make head movements, so further improvements
are necessary. It is generally acknowledged that people will yawn more frequently when they are
tired or fatigued. The shape of the mouth when yawning differs greatly from that when it is open
during a normal talking state. The opening of the mouth is much greater while yawning. In other
states, the mouth is almost or completely closed. Thus, on the basis of PERCLOS method, we can
analyze the state of a driver’s mouth to determine their fatigue level using image processing and
machine vision-based technology.

Driver fatigue detection systems must be real-time, miniaturized, non-contact, robust,
lightweight, and have minimal impact on the driver. According to the requirements of PERCLOS,
the system must work normally in all conditions. In this study, therefore, we developed an infrared
video-based fatigue detection method using a system on a programmable chip (SOPC). Using
difference of Gaussian (DoG) filter operators, the system detects the eyes and mouth characteristics,
counts the number of nictations and yawns, and determines whether the driver is tired during a

specific period.



At present, real-time driver fatigue detection systems are divided mto two main categories:
ordinary PC-based machine vision systems and video acquisition cards. The PC-based systems have
advantages such as high processing speed and simplicity of development but they are not suitable
for vehicle driver fatigue detection systems, mainly because of their high price, high energy
consumption, large volume, and low reliability. By contrast, embedded systems are very small,
expandable, and portable, so thcy have become a research focus for dmver fatigue detection
systems. In the present study, the driver fatigue detection system was designed based on FPGA and
uC/OS — I1. The system has the advantages of high reliability. low cost. and small volume, while it
also provides a reliable platform that facilitates functional extension.

2. System implementation scheme

SOPCs are reconfigurable systems based on FPGA. The processor. memory, 1'0 modules, and
related algorithm are integrated on the SOPC, which contams the logic functions of the entire
system and it can be cut. These SOPCs have many advantages such as shom data transmission link
times, programming flexibility, convenience for upgrading. and = programmable hardware and
software system. The data flow of our infrared video-based ﬁu@ﬂmm was as follows.
First, infrarcd radiation from an infrared focal plane array (IREPA) &5 ouipus as the infrared video

the mmage data is written to the

SDRAM controller module via related modules. Second, the SDES oller modules perform
storage and data operations. Finally, the module outputs to the dss quipment and provides the
appropriate failure alarm or service interruption in real-time. Fig 1 shows fhe overall scheme of the
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Fig.1 Overall scheme of near Infrared video-based farigne desection system

In this system, the SOPC device uses an EP2C35F484 chip (Alera Company Cyclone I series).
First, the FPGA starts the A/D module and the digital video 1mage data from the front-end probe are
input into the system, before the SDRAM controller module stores the mmage data in the SDRAM
outside the FPGA chip. When a full frame of image data is ontrolier produces a Nios 11
CPU read interrupt and the Nios I CPU reads the data from the SDRAM. Next, the CPU processes
the image feature extraction algorithm in real-time. If the image features sausfy the set conditions
during a specific cycle, the Nios Il CPU triggers an external mterrupt and runs the alarm interrupt
service routine. '

3. SoPC system customization and implementation

During the system design process, we loaded the Nios II core 2nd the corresponding peripheral
interface, the custom instructions, and interface, before synthesizing the design and downloading it




onto FPGA chip. Finally, the hardware and software System was gencrated with a programmable
function.

3.1 Customization of Nios II soft core processor

The NIOS Il embedded processor with a Harvard structure; 32-bit instruction set is Altera
Corporation’s second generation on-chip programmable soft core processor, The NIOS 11 soft core
processor has considerable flexibility, so it can be used in a variety of systems to achieve the aims
of high performance, flexible features, and low cost, In this study, Uc/OS was used as the core
operating system, which invoked the corresponding control interface and was connected to the
SDRAM, FLASH, and display devices. Thus, the NIOS II soft core controlled the whole system.

3.2 The SDRAM controller

The SDRAM module is the core of the overall system circuit, which supports the following
functions: asynchronous data processing from the interface, SDRAM memory control, image
processing, and data display. It includes the five related modules shown in Table 1, which function

as follows,
Table 1 Constitution of SDEAM controller module

Module name Main function
- - The asynchronous e
SDEAM FIFO cache of SDRAM
~ controller
Internal ping pong
SDRAM SWITCH mplemention of
SDRAM
Do IMAGE Do image edge
PROCESESING feature extraction
LCD TOP LCD timing control
LCD DISPLAY Display image control

1) SDRAM SWITCH: this component implements a two-bank ping-pong operation within the
SDRAM bandwidth, which ensures that the input and output video streams do not have read-write
conflicts. The process is shown in Fig.2.

Input Diata cache Data cache Input
data o dude module -, data
strearn siream
; T Streamn
selection selection i
} i A4 operation
L L Al mrndule
Data cache Daata cache
e : i MU
A modle module i

Fig.2 Flow chart of SDRAM SWITCH

2) SDRAM FIFO: this is fhe top-level module of the SDRAM controller. This component
supports SDRAM initialization, SDRAM burst read and write operations, asynchronous clock
domain data exchange, and synchronous communication with the VGA interface. The data flow of
this module is shown in Fig.3.

SDRAN
READ
WRITE
STATE
CONTROL.
RIODLE

Fig.3 Flow chart of SDRAM_FIFO
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3) DoG IMAGE PROCESSING: this component is the core of the video image processing
algorithm. This module supports video coding and decoding, image filtering, denoising, DoG image
edge feature extraction algorithms, etc.

4LCD TOP: these are VGA or LOD display sequential eircuits, which mainly drive the VGA or
LCD.

5) LCD DISPLAY: this is a VGA display control circuit, which mainly supports the choice of
data flow, but also allows the display of subtitles, translucent operation, and other functions.

4. Fatigue detection algorithm based on the DoG

At present, the PERCLOS, as a feasible way to predict motonists driving fatigue, has been widely
used. But the PERCLOS has the charactenistics of oneness. It has-limitations to the driver with
glasses and head movements. This paper adopts a method based on Difference of Gaussian (Do(G)
filter. The method extract the driver's mouth state charactenistics to judge whether the driver is
yawning, determine whether the driver is fatigue based on vawn amount characteristics in a certain
period. The flow chart is as shown in Fig.4:

l Infrared Video

Infrased Image -

SR

Farce Location

e

MoLth Feature  Extraction

v

Count Yawning Number

™
Fatigue Judgment a i)
"ﬁ‘:_‘;_h- /_)—
= el o

AL

E
Alarm Interrupt Service

Fig 4 Flow chart of fatigue
4.1 Difference of Gaussian (DoG) filter

Edge detection is an important method of feature extraction, an important part of image recognition;
image analysis.Commonly used detection operators have Prewitt operator, Sobel operator and LoG,
etc. Because these operators are Difference gradient operator, they are sensitive to noise. Beacause
the infrared video image is susceptible to noise interference, this paper puts forward a edge
extraction algorithm based on Differenence of Gaussian filter operator.It can improve effectively
reliability of the video of infrared image edge extraction and solve the problem that infrared video is
susceptible to noise interference .

Differenence of Gaussian (Do(3) filter is a kind of common filter in the field of computer vision
and image processing. Because the filter can effectively approximate Laplacian of Gaussian (LoG)




fhter, thus is widely used in edge detection. It is composed of the subtraction of two different
standard deviation’s the Gaussian filter, its transfer function is the difference of two Gaussian
anctions with two different bandwidth. The equation of transfer function is as shown in Equ (1):
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In the Equ (1), k is the ratio of standard deviation of two filters. In this paper, we select

Difference of Gaussian (DoG) filter as a band-pass filter. In the experiment, the response of the

DoG is very close to the feeling of the human visual system when we choose k=1.5. So.it can
effectively realize edpe detection and has very good anti-interference ability.

2 Fatigue Judoment e -

After DoG operation, infrared image has been converted into mouth feature binary image. Then
Borizontal and vertical integral projections are respectively made in binary image. According to the
sorizontal and vertical integral projection image, we can accurately Fet width, height and horizontal
position of the mouth. In order to avoid the image scale changes, a variable Opening_degree is
proposed in the design to act as discriminant factor of fatigue. It is defined as a ratio of mouth width
ad height of the mouth surrounding area. The equation is as shown in Equ (2):
' Opening degree=w/h (2)
In Equ (2), Opening degree represents mouth openinging degree, w represents the width of the
mouth surrounding area, h represents the height of the mouth surrounding area.
‘According to a large number of experimental data, we can assume yawn has occurred when the
ssting time of Opening degree values between 0.8 and 2.0 is more than 0.5 seconds. In a certain
period (The period is set to 2 minutes in the experiment) the detection system will determine the
siver is in fatigue when yawn number is greater than 2. In the system, we implement the time and
mber count through the statistical number of video frames.

5. System test results and analysis

L near infrared video fatigue detection system is constituted based on SoPC by connecting the
{FPA, FPGA module, display equipment and alarm devices. Through joint debugging, we realize
sal ume face edge detection, image display and fatigue detection, Fig.5 and Fig.6 are the facial
smtures detection images which are photographed by author used mobile phone.

5 .

“Talking™ facial feature {b) “Yawning” facial feature {c) “Closing™ facial feature
Fig.5 Threc facial feature images in daytime




“Talking™ facial feature (b) “Yawning™ facial feature (¢) “Closing” facial feature
Fig.6 Three facial feamre images in night

FP(GA has the inherent parallelism of hardware and the flexibility of the software. Its functions
can be reprogrammed or reconfigured. Modern FPGA has enough resources, the whole application
can be implemented on a single chip.50 FPGA has become an ideal choice of embedded real-time
visual system. Hardware and software are combined together in the infrared video fatigue detection
system by using SoPC technology., Thus the svstem has characteristics of small volume, stable
performance, high real-time performance and low power consumption, etc. The successful
development of the system has important positive significance for the development of a practical,
high-performance, real-time driver fatigue detection system.
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Abstract. In recent years great efforts have been made to reduce carbon emissions and power small
electronic devices, for example sensor networks, without the need of batteries.It is known that human
footstep contains rich mechanical energy which can be utilized. In this paper, an energy harvester for
hamessing energy from human foot strike is developed, which uses spring-slider-crank mechanism to
absorb footstep motion and gear train to accelerate the mechanical rotation. Electromagnetic
conversion mechanism is developed to convert mechanical energy into electricity which is also
rectified into DC voltage through rectifying circuit, A prototype was set up to validate the harvester.
Experiments show that the harvester can harvest about 2 Watts under 1 Hz frequency of foot strike on
the harvester.

1. Introduction

In recent years great efforts have been made to reduce carbon emissions and power small electronic
devices, for example sensor networks, without the need of batteries. Therefore the energy forthose
devices should be scavenged from environment. In this investigation, people’s footstep can be
utilized to convert some of kinetic energy from human body into electricity to power the sensor
network or emergent lights.

Human walking is a main energy consumption activity which also has mechanical power to be
exploited. It ha®bel calculated that up to 67 Wans of power are available from heel strike during
normal walking for a 68 kg person with the walking frequency at 2 step per second and heel moving 5
cm([1]. There are mainly twomethods to harvest the foot strike energy during human walking [2-4].
One is to use piezoelectric effect to convert the pressure generated when the foot strikes the ground to
electricity[2]. Unfortunately, the energy density is very low (only 8.3mW at the heel and 1.3 mW at
the toe). Another is 1o us electromagnetic induction to convert body motion to electricity. Chen [6]
and Lakic [7] reported electromechanical generators to convert the foot step motion. However these
designs are very complex with many parts, and can only harvest the press-down motion, which make
these device is fragile, expensive and lower efficiency.

This paper is focused on how to harvest the mechanical energy from human foot strike on the
energy harvester. Compared to the existing designs, the proposed harvesting apparatus in this paper
will be simpler and stronger, and can harvest not only press-down motion but also the release-up
motion. The rest of this paper is organized as follows. Section 2illustrates the design of the harvester.
Section 3 will analyzes the performance of the harvester. Section 4 will give the estimation of the
power output. Section 5 gives the experiment results, and section 6 contains the conclusions.

2. Design of the Harvester



The CAD model of the harvester is shown in Fig.1. The harvester mainly includes a fixed part and a
moving part, where the moving part can glide relative to the fixed part guided by guiding poles. The
springs around the guiding poles provide the rebound force. The harvester adopts the crank slider
mechanism 1o transmit the motion of the moving board from foot strike to the gear train, and then the
rotation motion is sped up via the gear train and finallyto the electromagnetic conversion mechanism.
As shown in Fig.2(a), the moving board can drive two sets of slider-crank mechanisms, one of which
can drive two set of gear train to accelerate the rotation and then run totally 16 sets of electromagnetic
conversion mechanism to produce electricity.

Fig.2(b) shows the detail crank slider mechanism, where one end of the crank coupler is pinned to
the moving board, and the other end is pinned to the crank wheel. In this mechanism, the moving
board serves as the slider which is the driven motion, and the crank transmit the rotation to gear train,
Fig.2(c) is the close view of the gear train mechanism_All the transmission parts are assernbled in the
gear box. There are four identical transmission mechanisms. each of which consists of driven gear,
intermediate gear and pinion. All the gears are supported by shafts, which are fixed on the base
through bearings. The fixed base and middle cover are screwed together to hold bearings.
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Fig.1: the CAD model of the harvester
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Fig.2: Detail structure of the harvester

The mechanical energy is converted into electricity through electromagnetic conversion
mechanism. As shown in Fig 3, the high-speed rotation from gear train finally drives the permanent
magnets, which are assembled in the magnet holder, to produce changing magnetic field. Electric
coils are wounded around the coil holder, where electricity is generated due the changing magnetic
field.

Rotational axis Coil holder

Mapnet holder

Fig.3: Details of the electromagnetic conversion mechanism

Generally speaking, the harvester adopts spring-crank-slider mechanism, gear train and
electromagnetic conversion mechanism to hamess pulse-like footstep motion. Fig.4 shows the
schematic diagram of the harvester. First of all, the foot strike motion is up and down linear motion
and the generator can only receive rotation. so the device uses a crank-slider mechanism to convert
the linear motion into rotational one, which includes a slider, gear as the crank and their pin-jointad
crank coupler. Secondly, in order to continuously drive the harvesting device, a recovery mechanism
for the slider is needed. In this design, a spring, constrained around a cylinder pole, is used to provide
the recovery function for continuous motion. When foot touches the harvester, the spring is pressed
down; and the spring is released up when the foot pushes off the moving board of the harvester.

5



Thereforeduring the foot touches and releases the ground, springs provide reciprocating motion for
the harvester. Usually the step frequency is low but the driving force is large enough, so a gear train is
used to speed up the rotation. From the physical model, there are four transmission sets and
senerators, which share the same slider-spring mechanism and control circuit. Electricity generated
by all electromagnetic conversion mechanism is connected to a control circult to rectify into DC
electricity and store in battery for use.
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Fig 4: The schematic diagram of the harvester

3.Theoretical Analysis

Crank-slider mechanism is the most critical mechanism in this harvesting device. Extracted from the
physical model, Fig.5 shows the schematic diagram of the offset crank-slider linkage, where the
erounded pivot O of the crank does not lie on an extension of the line along which the pivot B is
pin-jointed to slider. For a given set of linkage dimensions L,, L, , the offset distance L,, and
displacement of slider L,, the following equations can be obtained by geometric and trigonometric
relations. If the dimensions L,, L,and L. are known, and the slider displacement L, is known too, then
the angular displacement of the crank can be solved by these two equations.

Lcosf +L,cosd,. =L, ; (1)

L, +L sing, +L,sing, =0 (2)
For the offset crank slider mechanism, if the slider moves with constant velocity v, from upper
extreme point B' to lower extreme point B°, then the crank rotates from position 4’ to position 4°
with the angle #4'04° = 7 — &, however it will rotates with the angle £4°04' =7+« when the slider
moves from B° to B'. If both of time elapsed Ar are same, then the angular velocity of crank is
different, which can be deduced from the following equation. Thus there is velocity fluctuation
between the up stroke and the down stroke, which is not good to the generator. From the Fig.6, the
angle ¢ is related to the offset distance L,, that is, the bigger offset distance L,, the greater angle
under the condition that other variables are constant. Therefore, it is best to set the offset distance zero,
i.e. in-line crank-slider mechanism.
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Fig.5: Offsct crank-slider mechanism Fig.6: Extreme positions in offset crank slider linkage

For crank slider linkage, there is two deadlock points in the erank’s cycle: one is at point 4’ where
the angle between the crank and the crank coupler is 180°, and the other is at point 4° where the angle
i5 0°. In order to avoid the deadlock problem, a “disturbed weight” is added to one end of the crank, as
shown in Fig.7. For the initial conditionwhen the slider is pressed due to the heel strike, i.c. the
linkage lies as Fig.7, there is a disturbed force from the disturbed weight because there is acceleration
from the heel strike. Therefore, the crank can be driven even if the linkage lies at deadlock point.
When the pressed spring is released and slider moves upwards, the linkage lies at the second deadlock
point 4°. Because the gear train is rotating and the rotating inertia of moment from the disturbed
weight, the linkage can easily pass this deadlock point.

There are four springs in the harvester, and assume that the total spring constant is K = 4k, , where
k, is the stiffness constant of each spring. If the spring has the deflection AS, then the spring force
can be expressed as following according to the Hooke’s Law.

f;=K-A8 (4)

Usually the foot strike on the foot is about 1.5 times body weight. To relieve the strike on the foot,
the harvester can be designed to absorb part of the body weight, i.e.:

_ﬂ=K‘M=ﬂ‘M {5}

Where gis the absorption factor for the harvester, and mis the body weight. And the total spring
deflection should be equal to the maximum displacement of the slider, i.e. AS =21, . Therefore, the
total spring constant should be satisfactory with the following equation.

11



_fmz
K= 37 (6)

If the slider position when all springs are in release is x, =0, and the position when springs are
fully pressed down is x; =24, , then the deflection range of springs should be greater than [0. 21, ], L.e.
when maximum deflection length of all springs should be greater than 2, so that the slider can move
up and down at full range. When the slider, i.e. the moving board, is fully pressed down, the whole
body weight and the impact force are all loaded onto the transmission components of the harvester,
which is harmful to the harvester, some action should be taken to avoid such damage. If the lowest
position of the slider is the point when springs are extremely pressed down, i.e. when spring wires are
attached together, the springs can support most of the body weight. And the slider should be able to
restore 1o the highest position, when there is not any other restoring force but the spring force, so at
the highest slider position the springs are-also pressed slightly to provide thrust to restore the slider.

The most popular calculating formula of helical springs with circular cross-sectional wire is given
as following.

G-d*
&n- D7 (7

k=

Where,  is the shear modulus; 4 is the wire diameter, » is the effective number of coils; I is the
mean coil diameter. Therefore, with Egs.(6) and (7), given an absorption factor, the dimensions of
springs can be determined.
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Fig.7: Solution for deadlock Fig.8: The pear wrain for each generator

4. Power Qutput Estimation

The harvester employs a set of gear train for each AC generator to speed up the rotation from the
crank-slider mechanism, schematically shown in Fig.8. There are two gear pairs in the harvester, both
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are for acceleration. The total amplification ratio of the gear train can be expressed as
2, where Z,.i=1.2.3.4 1s the tooth number for cach gear. In this harvester, two gear pairs have

ame gear ratio, i.e. 7, (7, = Z, /2, = 20, then the total amplification ratio is 400, which can greatly
2 the rotation speed.

(8)

0 estimate the power output, we can approximately use the work of springs to calculate the total
s work J#, in a single period, as following, where X is the total spring constant, and 2Z is the
er stroke distance.
; 1 2 2 :
W, =2-—K-QL) =4KL; b+ . ®

“onsidering the energy loss in transmission, including the crank-slider mechanism and gear train,
d energy loss in mechanical-electrical conversion through the generator and electric circuit, which
ciency factors are assumed as n,, and 7., respectively, then the total output cnergy can be

ressed as following.

E,, =4m,.KL (10)

Let the footstep frequency is £, then because every 2 steps has once heel strike, i.e. the working

d of the harvester is two times that of footstep. So the average power output can be calculated by
sllowing expression.

me%f.’-?f-nm#,-ﬂi (11)
ihe mechanical efficiency and electrical conversion efficiency of such kind of harvester are
mated to be 90% and 70%, respectively. Let the absorption factor for the harvester is B=0.5,and
7= s 2 steps per second on the harvester, then the input energy for each step is 6J by Eq.(9). And
average power output can be calculated by Eqs.(5) and (11). The estimated average power output
sout 2 watts for the harvester with the slider stroke length 10mm. The electricity generated by all

coils is rectified by the circuit as shown in Fig.9.
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Fig.9: the rectifying circuit

rperiments

prototype of the above-discussed harvester was made to validate the performance of harvesting
man footstep kinetic energy on pavement. As shown in Fig.10, according to the CAD model in

I the prototype is 40cmX40cm and includes eleven sets of electromagnetic conversion
chanism and a rectifying circuit.




Fig.10: Prototvpe of the harvester

During testing, all generators are connected in parallel to the rectifying circuit, and an external
resistance is used as load which voltage is measured by anUTD2052CLoscillograph. The external
resistance is 3£2, which is equal the internal resistance of all generators in parallel. The test duration is
60 seconds, during which the number of foot strikes on the harvester are counts. Table 1 shows the
testing data, where the average power output is calculated according the voltage on the external
resistance. Fig.11 shows the average power output with respect to number of foot strike during one
minute, From the testing data, the power output increases when the frequency of foot strikes speeds
up.

Tab. 1: testing data
No. of Foot Strikes Voltage (V) Averase Power (W)
55 219 1.60
56 221 1.63
57 20T 1.72
58 226 1.70
59 228 1.73
60 230 1.76
al 231 1.7%
62 235 1.54
63 237 1.87
B 240 1.92
63 2.41 1.94
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». Conclusions

2= on the above discussions, the following coneclusions can be made.
1 1) An energy harvester is developed to harness footstep motion by using a slider crank
>chanism, which is more effective to collect footstep mechanical energy.
'-] The slider erank mechanism was analyzed and optimized, which gives the optimized
parameters for prototype manufacturing.
7 (3] A prototype was set up to test the harvester. Experiments show that the harvester can produce
around 2 watts of power under 1 Hz frequency of foot strike on the harvester.
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Abstract. Nearest Mean Classifier (NMC) provides good performance for small sample training.
However concatenate different features into a high dimensional feature vectors and process them
using a single NMC generally does not give good results because dimensionality problem. Most
methods used to address the dimensionality problem focuses on feature selection method,
choosing a single feature subset, while ignoring the rest. Although there are several algorithms
have been proposed, but there are drawbacks to using of feature selection method. The assumption
that a large set of input features can be reduced to a small subset of relevant features is not always
true. In some cases the target feature is actually affected by most of the inpur features and Temoving
features will cause a significant loss of important information. Thus, the classifier may achieve a
lower level of accuracy than the classifiers that accesses all the relevant feamres. In this method
the feature set clusters into different feature subset, NMC ensembles constructed by assigning each
individual classifier in the ensemble with a cluster of different feature subset. The advantage of this
approach is that all of available information in the training set is used. There 1s no imelevant fea-
ture in the training set are eliminated. Based on experimental results the new technique signif-
icantly improve the nearest mean classifier (NMC) with 95% confidence.

1. Introduction

Nearest mean classifier (NMC) was introduced by Fukunaga [1] as a classifier which uses the simi-
larity between patterns to determine the classification. For each class, NMC computes the class
mean (or centroid) of the training patterns. Similarity values obtained by calculate the Euclidean
distance between the test patterns to the class mean of the training patterns. NMC classifies any test
patterns (or unknown objects) to the class whose the class mean is closest to this test patterns. NMC
has been successfully applied to many classification problems and showed good performance and
very strong [2]. Furthermore NMC provides good performance for small training sample problem
[3]. Small training sample problems are problems with the number of samples is much smaller than
the number of features [4]. However concatenate different features into a high dimensional feature
vectors and process them using a single NMC generally does not give good results because dimen-
sionality problem. Most methods used to address the dimensionality problem focuses on feature
selection method, choosing a single feature subset, while ignoring the rest. Although there are
several algorithms have been proposed, but there are drawbacks to using of fearure selection me-
thod. The assumption that a large set of input features can be reduced to a small subset of relevant
features is not always true. In some cases the target feature is actually affected by most of the input
features and removing features will cause a significant loss of important information. Thus, the
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sesifier may achieve a lower level of accuracy than the classificrs that accesses all the relevant
gores [5].
‘Multiple classifier combination aims to obtain the final classification decision by integrating the
sput of several individual classifier [6]. The concept of multiple classifier system was first pro-
sesed by Suen et al. [7] in order to improve the results of character recognition. In the literature,
w= research arca is defined by a number of different names, such as multiple classifier combination,
smmbining classifiers, classifier ensembles, committees of leamer, mixtures of experts, the consen-
s theory, hybrid methods, decision combination, multiple experts, cooperative agents, opinion
swol. sensor fusion [8]. Regardless of the different names that have been defined, the multiple clas-
\fier system combine several classificrs to obtain the final classification result. Currently. Combin-
me multiple classifier is considered as a new direction for pattern recognition. Multiple classifier
sstem has been shown to be very helpful in improving the classification performance over single
slassifier approach [9].
' One of approach that used to construct a diverse classifier ensemble is the manipulation of input
featurcs. This approach assigns different subset of features among individual classifier in the en-
~emble (usually, the same base classifier used). The main method of this approach is the random
-ubspace method [10] which assigns a random subset of the original features to individual classifier
on the same training sample). Feature subsets can overlap, and ther sizes are usually identical.
Other methods that have similar idea with this method is the multiple feature subsets [11] and the
aributes bagging [12]. All of these methods are similar in the way they assign features randomly to
individual classifier in the ensemble. The differences arc in the determination of subset and en-
semble size. A new method that uses this approach is the feature subset partitioning,. In this method
the feature set clusters into different feature subset. Ensemble constructed by assigning each indi-
idual classifier in the ensemble with a cluster of different feature subset from the pool of available
feamres. The advantage of this approach is that all available information in the traiming set is used.
There is no irrelevant feature in the training set are eliminated. Irrelevant feature does not need to be
Jiminated in the combination of classifier, because this omitted feature may contain valuablc in-

formation [13].

2. Proposed Method

In this method, a group of classifier built from the training data. Based on the original training data
a disjoint feature subset decomposition was performed. Ensemble classifier is built based on the
feature subset partition. Prediction class label of unknown pattern obtained by aggregating predic-
ti0ns using a combiner. Fig. 1 shows the gencral idea of this method.

Origrinel

Traming Data
Step | Feature Subsel
Decompostion 5 i
Step 2. Ensembles l
Construction G C Cs o e |G
Step 3. Multiple l:> i
Classifier Combination Crinbase

Figure 1. General idea of diversity-hased [eature clustering for classifier combination
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Based on this idea an algorithm constructed to perform feature subset decomposition. Further-
more NMC ensemble constructed by projection of the feature subset of original training data. The
pseudocode for this algorithm 15 as follows:

Input: The n features training set and the class labels

process:

1. Make two subset of features that provides the greatest diversity

2. Choose any of the remaining features

3. Create possible features partition

4, Select the feature partition that provides maximum diversity measure

5. Go to step 2 until all of features have been partitioned

6. Use the feature partition to construct NMC ensemble

Output: a classificr ensemble C *

Input training set and class labels are required inputs. The next step was built two feature subset
that gives the maximum value of diversity in the ensemble. Diversity is measured based on support
diversity measure which is more frequently an agreement among the individual NMC provides
small value diversity. Furthermore disjoint feature set partitioning for all feature in such a way that
provides maximum diversity in the NMC ensembles. The last step the feature subset used to
construct NMC ensembles. Overall the steps as shown in Fig. 2.

Imput training s¢t and
class label

Create two feature subset with
maximum diversity

v

randomly select the
remaining feature

!

create possible foatures
partition

x

Select the feature partition
that provides maximum
diversity measure

Figure 2. The flowchart of diversity-based feature clustering algorithm for NMC

3. Research Methodology

In order to evaluate the performance of this method hence multiple NMC combination con-
structed to test its ability to perform classification task. The method of research as follows: (1)
NMC ensembles is designed using this new algorithm. (2) Applied the multiple NMC combination
for classification task (3) Classification experiments using NMC combination performed using sev-
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| datasets. (4) The results which obtained evaluated by compare this NMC combination with the
al NMC. The steps of the research can be seen in Fig. 3.

NMC ensembles is designed
using this diversity-bascd
feature clustering algorithm.

v i

Implementing the multiple
NMC combination

-

Conducting the experiments

.

Evaluated by compare
Multiple NMC combination

with the original NMC,

Figure 3. The steps of the rescarch

£ Experiment Results
ihe results of individual nearest mean classifier accuracy using several datasets are presented in
1 2Dle 1.
Table 1. The accuracy of individual nearest mean classifier
= Experiment Fruit Pima Iris | Wine | Glass | Liver | Lenses ?ht::llfﬁ Ionosphere | Soybean
' 1 5357 | 63.02 | 9200|7191 | 4579 | 55.07 | 6667 | 6444 69.23 7524
2 52,38 62.8% | 91.33 | 7247 | 44.86 | 5594 | T70.83 62.96 69.80 74.59
Z] 50,00 63.41 92.67 | 7247 | 4533 | 54.20 | 62.50 62.22 T0.56 75.90
4 5357 | 63.15 | 9267|7247 | 43.93 | 5449 | 7083 | e4.07 71.79 75.24
3 53.57 63.67 (9200 | 7247 | 4439 | 5391 | 5833 64,44 T70.09 74.59
] 5238 G289 | 9200 | 7247 | 44.86 | 56.23 | 66.67 | 6407 08.66 T35F
7 48.81 63.4] 92,67 | T3.03 | 4439 | 5594 | T5.00 63.70 GY.E0 622
8 5238 6328 92.00 | T3.03 | 4486 | 55.36 | 54.17 64.07 70.37 75.24
9 54.76 6367 | 9133 | 7135 | 4533 | 55.07 | 75.00 | 63.70 70.00 73.94
10 51.19 63.54 | 92.00 [ 73.03 | 4346 | 55.65 | T083 | e4.07 70.94 73.62
Average 52.26 63.2% | 92.67 | 7147 | 44.72 | 55.19 | 67.08 63.78 T0.14 75.02
o 181 | 030 | 049|053 | 070 | 079 | 695 | 069 | o038 083

fure partitioning algorithm using several datasets are presented in Table 2.

Table 2. The accuracy of multiple nearest mean classifier combination

The experiment results of multiple nearest mean classifier accuracy using the diversity bascd fea-

# Experiment | Fruit | Pima | Iris | Wine | Glass | Liver | Lenses {5;::]:_‘3 Tonosphere | Soybean
1 95.24 | 67.06 | 87.33 | 95.51 | 37.85 | 5333 | 75.00 | 7926 | 850.06 75.57
2 96.43 | 67.71 | 86.67 | 93.26 | 48.60 | 55.07 | 62.50 | 8259 | 7692 76,55
3 97.62 | 6349 | 85.00 | 93.82 | 47.20 | 52.75 | 75.00 | 8444 | 7635 75.90
4 02.86 | 6823 | 87.33 | 92.70 | 47.66 | 54.49 75.00 &4.81 T3.79 7264
5 96.43 | 67.84 | $6.00 | 92.13 | 48.60 | 49.57 | 8750 | 8593 | 7835 75.57
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6 86.90 | 67.71 | 87.33 | 95.51 | 50.00 | 5536 | 7083 | 8222 | 7049 | 7459
7 94.05 | 67.45 | 86.00 [ 93.26 | 50.00 | 53.04 | 58.33 | 8222 | 7550 | 7134
3 97.62 | 67.32 | 86.67 [ 92.70 [ 48.60 | 56.23 | 6667 | 8222 | 7920 | SL1I
g 9 97.62 | 68.10 | 86.67 | 94.38 [ 47.66 | 53.91 | 54.17 | 8519 | 7407 | 7329
10 9643 | 67.58 [ §7.33 [ 93.82 | 50.00 | 5449 | 6667 | 8259 | 7949 | 7655
| Average | 9512 | 67.75 | 8693 | 93.71 | 47.62 | 53.83 | 6947 | 8345 | 732 | 7531
Standard deviation | 3.29 | 043 [ 0.64 | 1.15 | 358 | 185 | 966 | 196 | 233 268

Evaluation of the results is important to know the strengths and weaknesses of the new method.
During the experiment the performance of multiple NMC which constructed by the new method
compared with the performance of the original NMC. The student’s t-test is used to compare aver-
age of classifier accuracy before and after combined by the proposed feature partitioning algorithm.
The comparison between the new multiple NMC which using this feature partitioning and the origi-
nal NMC' shown in Table 3 and the the Line chart of comparison of Multiple NMC and Original
NMC show in Fig. 4.

Table 3. Comparison of the new multiple NMC combination and original NMC

No | Dataset | Original NMC Multiple NMC
1 Fruit 3226 9512
2 Pima 63.29 i 67.75
F Iris 92.67 56.93
4 Wine T247 3.7
5 | Glass 44.72 47.62
i liver 55.19 5383
7 lenses G67.08 69.17
8 | statlos (heart) 63.78 £3.15
9 lonosphere T0.14 TE32
10 | Sovbean 7502 7531
100.00
80,00
&0.00 H
70.00
50.00
5000 -
40,00 1 ; - -
30.00 ‘[— — - - =—f===(riginal NMC
20.00 + — _— :
10.00 L _ =—E—Multiple NMC
- T T T T T T T
i T T R - S
| F o ¥ @I D LS
L4 % i 3
i) o & fﬁf&‘é’
Rl
&

Figure 4. The line chart of comparison of multiple NMC with original NMC

Our hypothesis is NMC increased after applied the feature partitioning algorithm. In order to test
this hypothesis paired sample t-test used. Paired samples had different treatment i.e. before applied
feature partitioning algorithm to NMC and after applicd this algorithm to NMC. One-tail t test was
performed to know whether the average of the samples Multiple NMC (MNMC) larger than
average of the sample NMC. Hypothesis for one-tail t test for paired two samples can be denoted :

Hy: pty = pz (mean accuracy of original NMC with Multiple NMC is same )
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2 test
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L Was

g > M4 (mean accuracy of Multiple NMC better than original NMC)

0 i
Figure 5. The sludent’s 1 distribution for one-tail t-test with Hy: pp > gy

‘ 2 one-way t-test with Hy: gt > pty which called upper tail test, a series of t values on the right .
he ¢ boundary (the shaded region) called the critical region or rejection region (region of signi-
cance). The t values on the left of t, called the acceptance region as shown in Fig. 5. The hypo-
=15 was tested statistically using a paired t-test (one-tail t-test) and tested at the 5% significance

o The results of paired sample test using SPSS are presented in Fig. 6.

T-Test

Paired Samples Comalations

N Conelatian Sig,

Pair1  MNC & RN 10 14 123

Paired Samples Teot

Falred Diferences R
05% Confidence
Imtersal e e
St Emar Caflerance
Mean St Deviation Egan LLawear Upmer i ol Sig (2-tailad)

Par1 MR- MG -9 32900 14 57591 4 60931 | -19 75558 1.0%raa 2024 2] 074

Figure 6. The output of paired sample test using SPSS

Table "Paired Sample Statistics” indicates that the sample mean for the original NMC has a
mean 635.6620 and Multiple NMC has a mean 74.99910, but whether significantly higher? Accord-
g to the "Paired Samples Test", shows that two-tail probability value is 0.074. During SPSS al-
‘ways produce two-tailed p-value, we have to change the generated p-value to match a one-tail t-test
by dividing it by 2. Thus, p-value = 0074/2 = 0.04 <0.05 (5%), thus MNMC is significantly higher
‘m other word we 1cject the H, and accept H; thus we can conclude that accuracy of NMC signifi-
‘cantly increased with 95% confidence after implementation of the feature set partitioning on
NMC to construct the Multiple NMC Combination.

5. Conclusion

We have presented a new algorithm for constructing disjoint feature set partitioning. The basic idea
15 to decompose the original set of features into several subsets, construct NMC for each projection,
-and then combine them. This paper examines whether the new algorithm can be useful for discover-
“ing the appropriate partitioning structure based on diversity measure. The algorithm was evaluated
-on several dataset. The results show that this algorithm outperforms original NMC. This experimen-
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tation leads us to conclude that the proposed algorithm can be used for creating more accurate NMC
ensembles. Additional issue to be further studied is how the feature set clustering can be imple-
mented with other classifier.
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Cellular manufacturing, Group Technology,

aract. In this paper, we develop integer programming models which find the optimal
nachine family solutions, that disaggregate a factory process at the lowest cost. The groupings
ed using the methods presented in this paper can then act as the basis for the application of Group
mology, which include machine placement, job scheduling, and part routing. Three exact (1
=ar Programming techniques are developed and presented. The first 0—1 Linear Programming
thmique only focuses on part subcontracting as a means to disaggregate, and the second only
=e< on machine duplication to disaggregate, and the final method yields part-machine family
secregation through simultaneous part subcontracting and machine duplication. Once these
sthods are applied to example problems, the results provide the exact solutions, which have not
en found in previous work.

':'.'J!ll pduction

r since the cost efficiencies and value of product mass production have been realized, issues
slating to plant layout and machine cell partitioning have been encountered. Group technology (GT)
&= been introduced to deal with such issues. GT can be defined as the concept of identifving and
\nloiting the similarities between the components in a manufacturing process in order to group them
such a way that will improve the manufacturing process at every stage [1]. Companies with flexible
manufacturing systems repeatedly seek to partition machine processes so that groups/cells may be
adependently located in an arca that best meets the companies® financial goals; an example may
sclude subcontracting a portion of a process overseas due to lower labor costs. Should an optimal {or
ear optimal) cell formulation be achieved, work-in-progress inventory can be reduced, along with
E sriened throughput times, shorter set up times, providing better quality products, and simplified
sroduct changeover [2], [3]. [4]. [5]. [6]-

This paper uses integer linear programming (ILP) as a basis in order to construct models that
srovide completely disaggregated part-machine cells/families for the manufacturing processes by
“optimally” minimizing the appropriate cost objective. Previous approaches use “heuristic™ methods
o find “approximate” solutions to the disaggregation problem [7], [8]. Three approaches are
developed and discussed in this paper:

1) part subcontracting to achieve disaggregated part-machine families,

2) machine duplication to achieve disaggregated part-machine families, and

3) part subcontracting with machine duplication to achieve disaggregated part-machine families.
Fach of these models will be developed separately and applied to a small scale example for

dlustrative purposes.
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Fig. 1: Visual representation of Test Problem.
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Table 1: Jest Problem in matrix form. Cosis and partmachine numbers arc in italic and bold, respectively.

The small scale example that will be used throughout this paper 1o aid i illustrating models and
concepts discussed, is illustrated in Fig. 1. This example will be hereafier referred to as the
Test Problem. In this example the costs to duplicate machines (depicted bv a square shape with an m,
inside) are provided above each machine symbol, and the costs to subcontract parts (depicted by a
circular shape with a p, inside) are provided below ¢ach part symbol. The Test Problem can also be
presented as a matrix. This matrix is illustrated in Table 1, with the cost in italics and the part indices
in bold for the machine and parts. The columns represent the parts and the rows represent the
machines; any position in which a 1 is present represents a connection between the part and machine,
whereas a 0 indicates none.

In the following section the methods will be discussed and outlined. This section will develop and
construct the three aforementioned novel models. The next section will provide the results of
applying the models to a well known problem. The paper is then completed with a conclusion section
which includes suggestions for future work of these methods.

2. Methods

The models presented in this section are constructed to find the best partitioning of a manufacturing
process with respect to the desired cost objective. Each model will be constructed in detail, with each
objective function and constraints discussed scparately. The complete model will then be presented
along with its solution to the Test Problem (Fig. 1), presented in the Introduction.

2.1 Part Subcontracting.

The first model identifies the most cost effective partition of a manufacturing process using only part
subcontracting as a means of process disaggregation. In the model, part  is said to be “manfucatured
or not subcontracted” and placed in cell  if it is given a value of one, ic. p, o= 1. If part i is
subcontracted, it will be represented by a value of zero for all values of 7, i.e. ;= 0. The entire set of
parts is provided by P. The cost to subcontract, ¢,, is related to its respective part by it’s subseript i,
and it is assumed that the costs are the same irrespective of which cell the part is manufactured in.
To begin this model’s construction, we begin by defining the objective function. The objective
function minimizes the total cost spent on parts subcontracted in order to achieve complete
disaggregation into k cells. This objective is created by summing the total cost to subcontract all of
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d subtracting the costs of the parts not subcontracted. The objective function operates by

imizing the cost of the parts not subcontracted, In either case the final result provides the

=05t 1o subcontract the parts which provide complete cell/family disaggregation. This function is
pated as follows:

M Wk
minf > c -3 Ec'.n,,)- ()
=] =l gl
fe variable m,, indicates whether or not machine i is placed on cell /. Should machine i be placed
Wiamily j, m;, = 1, otherwise m, + = 0. In order to ensure that every machine exists and is not
d. the following set of constraints are constructed for each machine in the machine set A

Mo, =1,i=12,_| M]|.

7e previous constraints do not restrict all the machines from being in a single cell, therefore a set
tonstraints must be constructed to prevent such an event. By setling a maximum number of
sehines allowed per cell (based on a near equipartition of costs), the following constraint may be
structed for each cell up to and including &:
|

2.dm, 5‘—}:5'—;.{] +E). F=12 .k

\ threshold variable () is included to allow the user to implement an upper bound on cell size to

yw for asymmetrical cell sizes to occur. Note that the cost to disaggregate decreases as the
peshold (¢) increases, due to the further increase in the solution space. The cost of each machine i is
Sicated by d,.

‘e model must be constructed in such a way that the relationships between the parts and
schines are accounted for. This is done by the construction of constraints which allow a part to be
mpletely manufactured in cell j if and only if machines that process the part are also placed in cell ;.
i« each part the total number of these constraints must be equal to the number of related machines
aes the total number of cells k. First we will define the machine element required to construct the

mstraint;

@y =sa:1 of machines (a) attached to part i, eg. P2y =11 2,3} (2

‘Now the constraints can be provided as follows:

PiySmy, =12, |Pland j=12,. k G)

The last set of constraints ensure that all machine variables are kept binary. The binary nature of
ese variables reinforce the aforementioned constraints.

m, €{0,1}, i=12,.. |M| and j=12,... .k
Note that the part variable p,, does not need to be a binary variable. This significantly reduces the

roblem’s complexity while stil] providing a 01 solution. This is due to the relational constraints
‘_'- g. 3) which restrict p,, to binary values since the objective function maximizes the part variables to

aeir upper bound determined by the binary machine variables. The resulting part subcontracting
model is represented as follows:
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Fig. 2: Oplimal subcontracting solution for Test Problem.

17 [Pl &
min [Zcr. - Z Z Cp, ;] £ Minimizing Total Part Subcontracting Cost,

i=] =1 =l
]
Subjectto » m, =1i=12,..| M|, =Y
7=l
" M
>.dm,, 5%{1 FE) FelD ok (4)
=1

piysm, i= L2 ol Pland j=12....k
m; e{01}i=L2, | M| and j=1,2,_ k.

Applying the model outlined in Eq. 4 with ¢ = 0.5 to the Test Problem (Fig. 1), the solution
illustrated in Fig. 2 is found as the optimal part subcontracting solution. It is clear that this is the most
logical choice for complete disaggregation using part subcontracting at the lowest cost.

2.2 Machine Duplication.

The second model to be presented identifies the most cost effective partition of a manufacturing
process using only machine duplication as a means to disaggregate. In this model, machine i is placed
in cell j if it’s respective variable is given a value of one; i.e., m;; = 1. If machine i is placed in more
than one cell, then that will represent machine duplication. The entire set of machines is provided by
M. The cost to duplicate 2 machine, 4, is related to its respective machine by it’s subscript i, and it is
assumed that the costs are the same imrespective of which cell the machine is placed in.

To begin this model’s construction we begin by defining the objective function. The objective
function minimizes the total cost spent on machines duplicated in order to achieve complete
disaggregation into & cells. This objective is created by summing the negative of the total costs to
duplicate all of the machines and adding the costs of the machines duplicated. The objective function
operates by minimizing the net cost spent on machines. This function is illustrated as follows:

[T W] &
min[—zuﬁi, +Ezdr.mhj]. i5)
=1

=l ]

The first constraint is set to encourage the use of duplicate machines if necessary, should they
lower the overall cost. If the solution suggests that a machine be placed in two separate cells
simultaneously, this will represent machine duplication and the cost will be picked up in the
aforementioned objective equation. This constraints assume each part is assigned to only one cell:




»om, 2Li=12,.,|M|.

mﬂer to ensure that parts are not processed in multiple cells (suggesting part process
siication) and ne subcontracting is allowed, a constraint must be created to ensure that a part
‘ s in only one cell/family. The following constraint provides this:

2P|

‘previous constraints do not restrict all the parts from being in a single cell, therefore a set of
traints must be constructed to prevent such an event. By setting a maximum number of machines
d per cell (based on a near equipartition of costs), the following constraint may be constructed

¢ each cell up to and including k:

< S
% k

6p, SE2 (1+6),j=1,2,..k
=l

Similar to the part subcontracting model, this model must also be constructed in such a way that
= relationships between the parts and machines are accounted for. The same set of constraints will
- d here, however will be discussed again for the sake of completeness. The part-machine

tionships are created through the construction of constraints which allow a part 1o be completely
_‘ factured in cell j if and only if all of its respective machines are also placed in cell j. For each
a1 the total number of this type of constraint must be equal to the number of related machines times
e e total number of cells k£ The definition for the m, . variable is provided in Eq. 2. The

sneralized relationship constraints are provided as follows:
P, =m, o i=L2._ | P|and j=12,. .k
‘The last set of constraints ensure that all machine variables are kept binary. The binary nature of
s¢ variables reinforce the aforementioned constraints.
m,, e{0,1},i=12,..|M| and j=12,..k

~Again note that the part variable p,, does not need binary constraints, therefore significantly
educing the problem’s complexity while still providing a 0—1 solution. The resulting machine
suplication model is represented as follows;

i
min (—ZE d, +z Z ] £ Minimizing Total Machine Duplication Cost,

=l Jel

Subject to zm:w 2Li=12,..| M|,

i=1

&
2o =Lisl2 LF);

a=l

17
Zc,pm = Z"‘ {I—I—E},_f =12k

=l

p,sm, i=lL2. |Plandj=1,2,...k,
m,&{01},i=12,.|M|andj=12,.. k.
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Fig. 3: Optimal machine duplication solution for Test Problem.
Applying the model outlined in Eq. 6 with ¢ = 0.5 to the Test Problem (Fig. 1), the solution
illustrated in Fig. 3 15 found as the optimal machine duplication solution. It is clear that this is the
most logical choice for complete disaggregation using machine duplication at the lowest cost.

2.3 Part Subcontracting with Machine Duplication.

The third model to be presented identifies the most cost effective partition of a manufacturing process
using both part subcontracting with machine duplication as a means to disaggregate. In the model,
part and machine variables and costs are defined exactly as done in the previous two subsections.
To begin this model’s construction we begin by defining the objective function. The objective
function minimizes the total cost spent on parts subcontracted plus the total cost spent on machines
duplicated in order to achieve complete disaggregation into k cells. This objective is created by
adding the two objective functions described in Eq. 1 and 5. This function is illustrated as follows:

1F| i Y i ok
min ($e-$3en, -S43 am, |
el Fm] el =] =l r=l

As in the Machine Duplication section, the first constraint is set to encourage the use of duplicate
machines if necessary. should thev lower the overall cost. If the solution suggests that a machine be
placed in two separate cells simultaneously, this will represent machine duplication and the cost will
be picked up in the aforementioned objective equation. This constraint is described as follows:

&
>m, zli=12..M].
=1

In order to ensure that parts are not processed in multiple cells (suggesting part process
duplication) a constraint must be created to ensure that a part appears in at most one cell/family. This
allows a part to not be placed at all, therefore representing part subcontracting. The following
constraint provides this:

k
N nosli=lo TP
=l
Similar to the first two models, cell sizes need to be controlled in order to prevent all the parts from
being in a single cell. By setting a maximum number of machines allowed per cell (based on a near

equipartition of costs), the following constraint may be constructed for cach cell up to and including
ke

I 1" 1
iqp’.d. ‘_:—";u{HE],j:l,l,...,k

I=]
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st as in both the part subcontracting model and the machine duplication model, this model must
s constructed in such a way that the relationships between the parts and machines are accounted
me set of constraints will be used here, however they will be presented again for the sake of
. The part-machine relationships are created through the construction of constraints
ch a part to be completely manufactured in cell j if and only if all of its respective machines
¥lso placed in cell /. For each part the total number of this type of constraint must be equal to the
ser of related machines times the total number of cells k. The definition for the m, . variable is

__'_T-- in Eq. 2. The generalized relationship constraints are provided as follows:
<m i=L2 [P and f=l 2k,

'..- B iy o2

he last set of constraints ensure that all part and machine variables are kept binary. The binary
re of these variables reinforce the aforementioned constraints. The machine and part binary
graints are provided by:

€{0.1},i=1,2,...,| P|andj =1,2,...k,and
g <{0,1},i=12,..,|M|andj=12,..k.

-

complete compilation of these constraints is provided as follows:

min | $56-3 3 0p,,-314+5 3dm, |

=l =l i=l i=] j=1

X
jectto > m, , 2Li=12,...| M|,

A

f=1

k
Zp'.lj =Li=12_.,|P|,

J=t

1
zr:p” Z_]c, £ (1+£), j=1,2,...k,
pj‘jﬂmﬁm‘j,i= ,2,....| Plandj =1,2,....k,
e{0,1},i=1,2,..,| P|landj=12,....k
m_, €{0,1},i=1,2,...| M |andj=12,....k.

Applyving the model outlined in Eq. 7 with £ = 0.5 to the Test Problem (Fig. 1), the solution
=trated in Fig. 4 is found as the optimal machine duplication solution. It is clear that this is the
st logical choice for complete disaggregation using part subcontracting with machine duplication
the lowest cost.

(7)
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| Hall [T] Part  Hall [7] Machine 0 - 1 Part & Machine Minimum

Suhcontracting Druplication LF (Eq. Ty (5} Improvement
manfl (unweighted) 9] SE 3 2 (00E) © AfFa
manfl] (weizhted) (9] 5239 5153 514 00.03) | Q15
manf2 |10} $16 4 82 {0,073 | S0
manf3 [11] | 515 S3n 57 (0.19) i 53

Table 2: Comparing previously found solutions to @ — [ Part & Machine LP solutions.

Machine  Machine Processed Partis) | Machine Machine Processed Part(s)
Cost {5) 1 ~ Cost (%)
| 2 1%L || 1s 5 15 RN
2 13 1112718323341 17 29 71627 36
i 34 12 23 3] 32 39 20 18 28 14 16 27 34
4 5 715242528 35 19 21 132122 30
] 7 517 34 36 20 20 132122
& ] 6 26 2] 33 1012 31 32 335 40
T 2 16 27 34 36 T 4] 1 12 23 31 32 39 4i)
& 32 1891429 23 5 2123335139
Q 20 Itz 24 2 38
1 17 212202339 { 25 X2 4
11 15 10 33 39 4] 36 3 16 27 34 36
12 3 1112 19 20 23 24 39 40 | 27 12 815
13 14 1925 38 ! 28 19 829 336
14 11 45 18 26 37 | 29 16 1391321 30
15 23 17 37 | =0 36 13212
Part Costs i, v ]
%) in 15, 50, 19, 71, 68, 48, 47, 380, 26, 165, 232, 229, 22, 33, 121. 132, 34, 39, 48, 166, 21,
Ascendimz 25, B0. 18, 91, 45, 69, 110, 47, £2, 49, 55, 239, 44, 60, 41, 35, 48, 116, 54, 52
{¥rder

Takle 3: Hall's many] prohlem [7].

Processor, W3550 3.07 GHz and 3.06 GHz), the results strongly support further investigation and
application.

Future work for the models presented here includes factoring in floorspace and load balance
con-straints. These constraints may be included in the cell size constraints. Since the models run so
quickly for each of these models shop scheduling may be a valuable extension.
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Abstract.Impedance discontinuities in the indoors powerline communication channels (PLC) lead
to the multipath propagation phenomenon. Impedance of the electrical loads and the branching are
the main causes of impedance discontinuities in PLC networks. The significance of the impact of
the impedance discontinuity on the transmut signal may only be revealed by having an exact
knowledge of the impedances at the corresponding discontinuity locations.Possession of this
information is very unlikely considering the variety of electrical loads with different impedance
characteristics that can be connected to the medium as well as the differences in PLC network
topologies leading to different branching structures. Therefore, statistical approachseems to be
appropriate for PLC networks. The model is based on the validation of the assumption of a randomly
spread multitude of scatterers in the vicinity of the channel that only required a sufficient number
impedance discontinuity points. We consider the line as one single element, and its length was
divided into a grid of small areas with dimensions range from 0.5 to 3 mm. Thus, cach small area
transmits an echo and the forward scattered response get to receiver. With this approach, specific
attenuation along the line can be determined using 3 as the minimum number of branching nodesx,
hence a and b can assume in order tomake sure that a branching in a branching node takes placeand
finally, the transfer function is denved.

1. Introduaction

Powerline communication (PLC) channel exhibits unfavorable transmission propertics. It is
characterized by a frequency selective transfer function; attenuation that increases with length and
frequency, and severe narrowband interference [1]. In order to overcome these difficulties, a lot of
effort has been undertaken to characterize the modelling of the power line channel [2]-[3]. An
understanding of complete behaviour of broadband PL.C channel is important [4] when setting up
PLC transmission lines [5], and simulating the performance of advanced communication
technologies [6, 7]. Several models have been proposed for characterizing the (PLC) [8]-[9] channel.
An interesting approach deseribes the PLC by its multipath behaviour [10, 11].

The multipath propagation of the power-line commmunication channel (PLC) arises from the
presence of several branches and impedance mismatches that cause multiple reflections. Each path
comprises of scattering points that are reflected at specific number of times at specitic points of
discontinuityalong its routes. Scattering points are located where impedance mismatch occurs. In
such models, not only the desired signal, but also one or more delayed and attenuated versions of it
get to the receiver. In [12], there is a discussion of scattering points’ spatial allocation, by which
path amplitude distributions and path arriving time distributions are proposed to follow the
lognormal distribution for different number of branches. In [13], the investigation carmied out that
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& g path is dmuuuuxshablefmm the other paths in the sense that it experiences
Ion md less attenuation along its propagation path, givingit a favorable pE}Sl'I.:I.ml regarding
v In his study, statisticsof the first arriving path are initially investigated. It is shownthat
mg path can be defined with log-Normal probabilitydensity function. It is seen that the
approximatinglog-Normal variable decreases with an increasing numberofl branches
smatter and receiver while its varianceinereases. The same finding 1s also observed
= mumnumber of branches that extend out a branching node is increased.In this paper,

miving path is investigated and the the line as one single element, and its length was
" VPl gnd of small areas with dimensions range from 0.5 to 3 mm where, each small area
%5 an echo and the forward scattered response get to receiver. Assuming small area is
C mﬂ then Mie scattering is applied to it in order to determine attenuation based on forward

etwork analysis

fering that transmission of an impulse §(t) through a multipath environment with L paths
a a train of delayed impulses [12]

Hat) = ) relb- e 6(t — 1) (10
1=%
ST

Tdf. = v il m!ﬁ {2)

1s reflection factor of ith path, given by:
M

1 Mz
rie?% = [T [ [Tin &

k=1 n=1

here M and k present the number of reflection and transmission coefficients included in path,
path’s length andv is the group velocity of propagation.T and I' represent transmission and
stion coefficients.With this observation, its characterization along the direct path(i = 0)is
stial for understanding the first arriving path.

wote that the reflection factor of the first amiving path i1s composed of only the transmission
pificients experienced along the direct path stemming from the impedance discontinuities at the
g nodes. So, calculating is sufficient m order to characterize the reflection factor of the first

| u; Paﬂ'.‘l.
/eceiver

nx

Branch

Fig. 1. PLC network analysis
Als0 we can have it in equivalent frequency response, is expressed as:
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where, ¥ is the propagation coefficient.

Fig. 1, shows the direct propagation path between transmitter and receiver operating on a PLC
system consists of several branching nodes denoted by n;. These branches extending from each
branching node may be terminated by an electrical load or lead to another branching node
depending upon the network structure.

According to transmission line theory, reflection and transmission coefficients at 2 branching
node are expressed by considering paralle]l connections of extended branches as follows [2]:

e/ A i
(211123 [[Z;) + Zo
where Z, is characteristic impedance of the incident signal and Z; or characteristic impedance of
branching node.
If all branches is equal to each other (Z,), Eq. 6 can be expressed as:
r=22;r=2 )
where z refers to the total number of branches extending from a particular branching node.

Referring back to Fig. 1, assuming that the transmitter and receiver are matched to the
impedance of the corresponding characteristic impedance of the cable for the sake of simplicity, is

composed of multiplication of x ransmission cocfficients as follows:

: 20 2 2%
r,;,e*"gﬂ T e G (8)
MMty Ne Ty*Tps-®,

where n;(i = 1,2, ...,x) is the number of paths extending from a branching node, including the
path on which the incident signal propagates. Note that the phase term §of the reflection factor 15 0
for this particular case since n; cannot be a complex number (ree’® = ry).

(5)

The eq.8 can be expressed as: ‘
Y = In(lr,|) = xin2 — Z Inn ©)
Y is an RV with the following mean, f and variance, o2: t:u
i = xin2 — Z[ln(n;)] and 0% = Z Var(In(n;)] (10)
i=0 i=0

where 1 is used to refer both the branching node itself and the number of the branches extending
from 1t.

If n; are assumed to be identically uniformly distributed discrete RV over [a, b], then

—x b!
#_b-a-l-lm(a—i)i_‘—xmz (11)

Note that 3 is the minimum number that @, hencea and b can assume in order make sure that a
branching in branching node takes place, [13].

Having a homogeneous PLC medium is physically very difficult even though the same type of
cable is used throughout the network due to the variety of factors that affect the charactenstic
impedance.

If we were to continue with the homogeneity assumption, a deviation term which implies the
minor changesof impedances across the branching nodes can be considered to be more practical.
This way, the impedance of a branch which was assumed to equal Zycan now be assumed to
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§. where d, denotes the deviation from Zg . Similar to the previouscase, several
@s can be made regarding the characteristicsofd,. Treating as an uniformly distributed RV
g= which can be considered as a very small fraction ofZ;guarantees reflection factor |rglto
ous BV,

_‘ Monte Carlo simulations, [13],show the mean and varnance of (logarithm of the
s factor) when and arc assumed to be 500 and uniformly distributed over[—250,25 0],
v. This corresponds to a PLC in which the characteristic impedance of the cables takes
between 25— 750 according to uniform distribution. Note that impedance
. varies slightly with frequency from 50.25 @ at 0.1 GHz t049.95 Q at 20 GHz, [13].

p=—0822x—9.23 X 1075 (12)
a2 = 0.086x — 0.00237

r. S
o
&+ - -

|
[
{3 s i g
e sy U, A S S SR
B | | 1
= f; | I
E | : | i
- | i
b Ly -q- T )
- ! | & I
= : : i l !
 SE] l | 1 }
80| e e T i aaral He
o I i i I
= i i i i ;
o |
\ 1 i |
ISR S - —_—
| s | i i | | 1 ¢
| i i i 0 i I I
| | i i i | | |
| i i i 1 [ i i
) bl A L L 3 L l L i
2 L Li} b 10 12 14 16 18 Ful
Number of nodes [x]
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':md Limitation

wiel 15 based on the validation of the assumption of a randomly spread multitude of scartterers
cimty of the channel that only required a sufficient number impedance discontinuity points

sonsider the line as one single element, and its length was divided into a grid of small areas
mensionsrange from 0.5 to 3 mm as in Fig. 3. Thus, each small area transmits an echo and
sward scattered response get to receiver. With this approach, specific attenuation can be
ed as the attenuation due to rain. In this case, the number of branching nodes is considered
rate and raindrops are presented by small areas.

mitter /‘ Branching node Receiver
_ /—‘Emall area
..l...-........-‘.----.-..---I.l..‘.-..-‘.‘.

X1 A2 N X

Fig.3, Indoor PLC model

¢ amplitude of an electromagnetic wave travelling through a volume, containing NV identical
ming particles with diameter D), at any distance [, decreases by the amount of e ", The
stion coefficient A = NQgy (D). The attenuation of the wave is then given in dB as follows:

v

—g -

o T

——

iy, -
=3



= 4.343AL (13)

oo

E—Al
AsldB/m] = 4343 [ N(©)Qex(D)dD. (14)

[
where N(D) is the small area scattering, and Q. (D) 15 the extinction coefficient in mm’.
The mathematical development to simulate attenuation of the signal is based on Mie scattering
approach as in Fig. 6.In [12-13], the estimation of the path amplitude distnbutions, authors used
lognormal distribution with two parameters, g and ¢. While in this model, we included the third
parameter N; as in equation below,
L
vy e _Ea ()~ )
G\E-?E 203

where N, is the number impedance discontinuity points. The independent input, D; the mean
diameter of the small area. The input parameters Ny, i, and o are obtained by using Monte Carlo
simulations with corresponding branching nodes (x)to yield:
N, = a,x
u=A, +B,In(x) (16)
g% =4, + B, In(x)
where a,, by, A, By, Az and B, all represent the regression coefficients of input parameters
corresponding to the lognormal model.Table 1 shows the applied regression fittings for the
lognormal proposed model according to their input parameters for the number of branching nodes
as described in (15). We note that the fitted results of the values N; show dependency to the number
of branching nodes (x). Figures 4-5 show the Small areas scattering distributions models
developed for PLC channel for different number of branching nodes (x): x = 4 and 10.

Table 1: Model parameters

(15)

a, b, | A, B ST, B,

; o 8 |
73.1 0285 ' 0.479 0.003 | 0.072 0

The Small areas scattering distribution and probability density distribution in the indoor single-
phase networks show that there are more scattering points at lower diameter sizes where the mean
peak diameter is about 0.8 mm. That is implied more reflections of signal in this range of diameters.
The results show that the distributions do not dependents on indoor network topology.

Smmall areas scattering distribution [m-3 mm-1]

o
R

™
Ll
e
=
i
L)

Wean dameter of scattering small area (mm)

Fig. 4. Small areas scattering distribution for PLC channel with four branching nodes
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Fig. 5.5mall areas scattering distribution for PLC channel with ten branching nodes

on Mean got in [13] a5 a function of the requirement to have existence branching within a
ganching node interval, the Mean () in Eq.12 is modified andgiven by

—_ bl
= —0.0479 :
[ 0.04 +DDt]3xb_a+1m(ﬂ__1}! (17)

el parameters

img 1o attenuation equation in Eq. 13, based on Eq. 14 and 15, we set the range of 10 - 100
Having in mind that the indoor PLC has high number of branching nodes (x;), we fix x; =4,
micrvalg = 3 and b = 5.

m Fig. 6, the specific attenuations is plotted and the power law model was suggested where
suation parameters are carried out by regression. The specific attenuation is then expressed

_ A = ag + ayf* (18)
gmcc the attenuation parameters are given as k= 24, @, =3 x 107%'m™, a, = 0s/m.
2-5, summanize the attenuation parameters for different ﬁequcncy ranges.

Table 2: Attenuation parameters for four nodes,

Frequency Muodel umber of branching nodes 4 Cocff. of goodness R®
ap 4x10~"
10 - 100 MHz k 2.4 |
a 1]
a, 2x10-
100-200 MHz k 25 :
e U
ay 3x10”
200- 300 MHz I 0
a 0219 0.9
ay 9x 1070
300 - 500 MHz k i
ay 0.297 {30
af) sx10™
0.5 - IGHz k 0
a 0516 i
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10"

iy
1 -3GHz k 0 0.99
2y (&0
Table 3: Attenuation paramcters for fifteen nodes
Frequency Model umber of branching nodes 15 Coetf. Of goodness R-
ay Tx10~
10 - 100 MHz k 2.4 1
1 il
T Bxl10”
100- 200 MHz k 0} 1
e -0.1’-25
a, ax10”
200 300 MHz k ]
A (1.359 0:3%
o 210
300 - 500 MHz k (] .
dy 0.866
an Ox 10"
0.5 - 1GH=z k 0
i 1.324 .99
ay ax10 "™
1 -3GHz k 0 1
a 1.774
Table 4: Attenuation parametcrs for ten nodes
Frequency Model Number of branching nodes 10 | Cocff. Of goodness R
a4 5x10
10 - 100 MHz k 2.4 :
ay 4]
iy axl10”
100- 200 MH= k 0 1
ay 0.4%
3 Fx107
200- 300 MHz k 0 0.98
dp 0.0892
a 1x10”
300 - 500 MHz k 0 |
4 0.654
al) 710
0.5 - 1GHz k {
dy 0.1 S
iy 3x10"
1-3GHz k f 1
& 1.4
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= a transmission line of length d and characteristic impedance Z,, terminated at the
position Z = d) with impedance Z; and excited by a signal generator with impedance Z,
end (Z = 0), voltage signals at the line’s ends are related as follows:

' Vid) e™(1+p)

BT ) V(0) 1—pge-Yde—ifd £9)
be attenuation constant, f§ the phase-angle constant, H(f) the line’s transfer function
) 10 Z = dand p, the reflection coefficient at Z = d.

loss line, £ is given by:

2 -
B =%‘E (20)
o
3x10°m/s
sfer function can be expressed as:
e 7%(1+py)

(21)

1 J (1 + pe~?rdcos (2d))*+(p e~?Y?sin (28d))?

&y T T T — Tr— T T T =t
| 1 | | | | | 1
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Fig. 7. Channel Transfer function

ws that the ransmission line can be modelled as one single element, and 1ts length
nto 2 grid of small areas, where each small area transmits an echo and the forward
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scattered response get to receiver based on the validation of the assumption of a randomly spread
multitude of scatterers in the vicinity of the channel that only required a sufficient number
impedance discontinuity points. By knowing amplitude distributions of the first path in the network,
as followed lognormal distribution, the scatterers distribution has been derived as it’s also followed
lognormal distribution. The input parameters N,, &, and o were obtained by using Monte Carlo
simulations with corresponding branching nodes (x). The attenuation over the line is determined by
threcinput parameters corresponding to 3 as the minimum number that x, hence a and b can assume
in order tomake sure that a branching in a branching node takes place.Based on that, the transfer
function is also determined. The measurements are still to be done in order to compare the
suggested model.
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= _ Backscattering, Attenuation, Raindrop

:}i:f act Radiowave propagating through a rain zone, will be scattered, depolarized, absorbed and
g time. All these effects of rain on the wave propagation are related to the frequency at
= signal is transmitted and polarization of the wave as well as to the rain rate, which
= the form and size distribution of the raindrop. The average power received by the bistatic
oportional to the product of reflectivity and attenuation. For rainfall intensity above about
B the diameters of raindrops are in the order of the wavelength, so backseattering is
pently due to Mie scattering law where the average backscattering cross section depends
om raindrop diameter, Since the raindrop diameter [) appears as the sixth power, it follows
raindrop size distribution, the small number of large drops will contribute the largest
of recelved echo power of the rain. These can be measured in practice but sometime there is
' determine them separately. In order to determine radar reflectivity, backscattering
mt needs 10 be estimated. This study makes predictions about backscattering coefficient
& 5y hydrometers along terrestrial radio links, operated at wide bandwidth of 10-140 GHz
jcics.  The scattering properties of the spherical raindrop are calculated for different sizes of
ps. From the scattering properties. the back cross-sections for the spherical raindrops are

pstions "

ser line
channel!

e, UK,

'~ Signal =d for different frequencies. These are integrated over different established raindrop-size
' ,“ on models to formulate radar reflectivity and fitted to generate power-law models.
L Trans.
sreduction
=mels”, rial links operating at frequencies higher than 10GH: suffers degradation due to rain. Rain
stion modeling on earth-space path has been conducted by many researchers and number of
sdorou, muation prediction models has been developed. Currently, ITU-R models are recommended
er-Line ‘sed 1o predict rain attenuation since, on average, they are simplified and have better
— . % [1]. However, to predict the signal degradation that will result from a rain gvent, the
sdee of the scattering cross section as well as the extinction properties are of importance [2].
mber of different techniques have been cmployed in seeking solutions to this problem.
 of the fcal drops have been analysed by the use of the Mie Theory but other shapes may require a
Smuary somplex analysis [2]. Among the methods which have been used in treating non-spherical
ips are perturbation analysis [3.4.5], point matching techniques [5,6] and integral equation
e Of stions of the problem [7].
Symp. Sus study, results for backscatter cross section and attenuation are calculated with a Mie

singz code for spherical drops at 19, 60 and 140 GHz, . Result from the scattering algorithm is
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applied to the drop size distribution measured by Afullo in Durabn, South Africa. |8], thereafier, the
relationship between rainfall and radar reflectivity is derived.

2. Raindrop Distribution
The lognormal raindrop size distribution is expressed as:

N(D,) = Y. exp ~(in(D)) ~ “) (1)
o271 2o,
whereN, is the scattering point diameter density. The independent input, D; the mean diameter of
the scattering point which can be obtained directly from measurement. The input parameters N, o,
and o are obtained by regression fitting procedures to yield:
N, =a R"
4, =A,+B, IR, (2)
a.=4,+B,InR,
where a;, by, Ay, By, Ay and B, all represent the regression coefficients of input parameters
corresponding to the lognormal distribution, using the MoM. They were presented as [8];
N, =544 4R°1%
Hy, =—0.6369+0.298In R, (3)

op =02887-0.041InR,

3. Reflectivity

Mie scaticring is applied in this approach to determine the radar reflectivity. The backscattering
coefficient O, is integrated over the drop size distribution N(D)as suggested in [8], which leads to
the radar reflectivity given by [9,10]:

7= T_(_),,{I}}N{IJ}JD (mm*mm™) (4)

The backscartering coefficient computations are performed under Mie theory. Fig. 1 shows the
backscattering coefficient of spherical raindrops as function of raindrop diameter and signal
incidences for 19.5, 60 and 140 GHz frequencies.

i ‘ — - ' 1
5.4 ; LN .

i,'E‘ £ | ! !

£ N / \ /——-14OGH3

= :

E‘j —— 19,5 GHz

'g 5 . — 0 GHZ

=

|

b ks 4

. - )51 ———

Fig. 1: backscattering cocfficient of spherical raindrops as function of raindrop diameter.
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ponential characteristic of the ©, is observed for the entire raindrop range and the
#ic oscillations of resonance backscattering are also observe at for 2> 0.6mmat 140
D >1.5mm at 60 GHz,

Sng to Laws and Parsons [11, 12], a very large fraction of raindrops are larger than
» == ramfall intensities R = 2.35mm/ k. Therefore based on the scattering matrixby Bohren

man [13], the angular diagrams for Mie scattering on raindrops at 19.5 GHz, T = 293 K in
| appear as shown in Fig.2. Mie scattering intensities |§, “and [S:]:as a function of cosé@,
ult as a polar diagram of @ on the upper part of the curves (0<&<x) are for

m perpendicular tg the scattering plane. The lower part of the curves (7 <8 <27 ) are for
parallel to the scattering plane, and both functions are symmetric with respect to two

= op diameter equal to | mm there is little change in intensity with angle in the upper
= the lower part strongly changes and reaches the maximum at 0 "C. For a diameter equal
size parameter (¥ = ka ), equal 0.63, scattering in the backward hemisphere is much
wn m the forward hemisphere. Although a diameter equal to 4 mm or size parameter

equal 0.84, .5',[: and .':'-':|: have large amplitudes in backward direction at =7 . At

_'.-—: 10 6 mm or size parameler {x = ko) equal to 1.26, “and

&= in the forward direction at §=0.
backscattering efficiency variation with raindrop size, O, (Fig.1) shows different

S, S,/ have much larger

scording to raindrop diameter. While the monostatic radar signal from rain is not directly

ad by the changing diagram, the modeling of microwave transmission signals depends on
-diagram, i.e. on the phase function [Ishimaru, 1978].
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e reflectivity in equation (4) is calculated using Durban lognormal distribution and Mie theory
's in Figure 3-4 and compared with MP, JD, JT and LP drop size distributions. The results
W that MP, ID, JT and LP drop size distributions underestimated the reflectivity at the
muencies below 15 GHz and overestimated the values of reflectivity at frequencies above 15 GHz.
“iz. 5 shows reflectivity as a function of rainfall rate obtained using the lognormal drop size
tion (DSD) for 19, 60 and 140 (GHz frequencies. The reflectivity at 19.5 GHz is greater than
50 and 140 GHz for the entire rainfall rate range. This can be explained by observing the
ectivity as a function of frequencies (Fig. 3). For lognormal Durban distribution, after attaining a
.'*abc-ut 10 GHz, the reflectivity is decreasing while the frequency is increasing. As results, 7 at
5 GHz is greater than 1 at 60 and 140 GHz. It is can also be explain from Fig.1. For the raindrop
ger that 1.5 mm O, at 60 GHz is greater than Ogat 140 GHz, also, at D >3mm, O, at 19.5 GHz

weater than O, at 140 GHz. These observations mean that there are more contributions for radar
sctivity of bigger raindrops at lower frequencics.
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Fig. 5 Radar reflectivity as a function of rainfall rate using the Durban lognormal drop size distribution
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4. Power Law Model

In order to estimate radar reflectivity (1), we employ an empirical scaling relationship expressed as:
n = aRF ©)
where & and f§ are coefficients to be determined and R is the rainrate.
The obtained results of the parameters @ and 8 are shown in Table 1. It has been observed that
the fitted model has a high coefficient of goodness (R?) indicating a good fit to proposed model.

Table 1: Power law relaship between Radar Reflectivity and rainrate obtained using Durban lognomal raindrop
distribution for spherical model,

F (GHz) o g SR E
19.5 GHz 33.802 0.5677 0.981
60 Gz 16.721 0.5624 0.9988 i
120 Gz 8.269 0.5624 | 0.999

5. Conclusion

In this study, radar reflectivity is calculated using Durban lognormal distribution and Mie theory
and compared with MP, JD, JT and LP drop size distributions. The results show that MP, ID, JT
and LP drop size distributions underestimated the reflectivity at the frequencies below 15 GHz and
overestimated the values of reflectivity at frequencies above 25 GHz. It was also observed that the
reflectivity at 19.5 GHz is greater than at 60 and 140 GHz for the entire rainrate range. This can be
explained by-observing the reflectivity as a function of frequencies. For lognormal Durban
distribution, after attaining a pick about 10 GHz. the reflectivity is decreasing while the frequency is
increasing. As results, 1 at 19.5 GHz is greater than 1 at 60 and 140 GHz. Finally, the empirical
scaling relationship has be employed for practical engineering application to estimate the
parameters in order to predict radar reflectivity. For rainfall intensity above about 10 mm/h, the
diameters of raindrops are in the order of the wavelength, so backscattering is predominantly due to
Mie scattering law where the average backscattering cross section depends weakly on raindrop
diameter. Since the raindrop diameter D appears as the sixth power, it follows that in any raindrop
size distribution, the small number of large drops will contribute the largest amount of received
echo power of the rain. Then there is a reduction of the signal-to-noise ratio and the radar can lose

the target.
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Abstract. The goal of this project is to integrate off-the-shelf devices into a tablet for remote control
of the standard hospital room environment by individuals with limited mobility. The standard
hospital room interface for control of communication and entertainment devices assumes a patient
has the ability to hold and press mechanical switches. If the patient does not have these abilities, then
the patient must wait for a nurse to walk by the room to ask for help. A mobile device with an
adaptable user input device that accommodates the limitations of a patient removes access barriers to
communicate and control the hospital room environment.

1. Introduction

There is a significant population of acutely hospitalized patients that lack the functional capacity to
effectively utilize standard hospital room communication and local environmental controls. In 2007,
the three leading mechanisms of injury in the US are falls, struck by or against accidents and motor
vehicle traffic [1]. Five categories are listed that include fractures, contusions and superficial injuries,
sprains and strains, open wounds, and other injuries. Many of these injuries are combined into what is
called a polytrauma event where mobility is limited in the short term while healing and potentially
long term due to paralysis [2].

As individuals progress through the care process from the ICU to the step-down and cventually to
the standard hospital room, the ability and desire to commumnicate changes. However, the interfaces
for communication as well as control of the local environment are not customized and may be
inaccessible. If a patient is sent to a rehabilitation hospital, the potential for interaction with engineer
who will fit an interface to the individual is likely but this is not the case in the standard room.

In order to instill confidence in the patient and have them actively engage in the healing process, a
remotely controlled system that allows for control of environmental parameters, entertainment
systems as well as communication with care providers and a social network is necessary for the
well-being and quality of life of the patient to reduce the risk of dissonance and depression [3][4].

A system that can automate these tasks for individuals has the potential to improve patient
satisfaction with care as well as shorten the duration of stay, An initial PC based solution was
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& support from the Natiopal Science Foundation as a proof of concept and was
e COGTOOL user simulation tool [5]. However, the cost of implementation of this
: '. )00 dollars per unit was prohibitive.

- devices with Bluetooth and Wi-Fi connectivity provide a more cost effective

. of this type with the appropriatc room interfaces can be used to create a solution in
| dollar range for off-the-shelf components.

s=d and Significance

jear, the leading options for the system described above were cvaluated in the
e and Device Usability (FPDU) laboratory at the FDA and a Discovery
= a1 CU Boulder investigated software for implementation a facial feature tracker
§tablet. Thissystemisa continuation of an initial prototype that was a Windows based
e through a Research to Aid Persons with Disabilities grant from the National Science

won of solutions for a tabler based implementation is based on apnalysis of the
merraints of the patient with activity limitations, the patient care environment, and
—ices available for communication and control. An optimal solution should address
== of the patient, fit within the constraints of the patient care environment, and be an
{OTS) solution for communication and control. This solution fits within the intersection

- & circles as shown in Fig. 1 and provides an adaptable communication system.
|
d
|
-+
0
0
-
= Figure 1. Domain of interest for smart hospital room
=3 gder for this to provide a solution that will benefit the patient a discussion of human factors as
; we= 10 medical devices is appropriate.
v
faman Factors for Medical Devices
0 o three considerations from the Human Factors (HF) euidance [7] for the development of
— 2l devices are shown in Fig 2. Proper understanding and incorporation of users needs,
e smization to the use environment, and adoption of accessible interfaces in the device create a
=3 w0 for device use that leads to safc and effective solutions. Hazards emerge when device use is
ssistent with expectations or intuition as well as when devices are used in ways that are
2 ~opriate and for which adequate controls are not applied.
ot
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Figure 2. Interactions among Human Faciors (HF) and usability engineering (UF) considerations resulting in cither safe
and effective use or unsafe or incffective use,

In the context of the users of the smart room, individuals with limited mobility require a solution
that does not require them to lift or press a button with significant force. Device use should not
require physical, perceptual, or cogmitive abilities that exceed the ability of the user. For example,
there are off-the-shelf mounting brackets that can be purchased for maounting near the bed to alleviate
this limitation. Additionally, the selection of a touch screen for patient interaction does not require
significant force to be apphed and can be adapted to other methods of interfacing based on the
mobility of the patient.

The use ecnvironment of the system 15 a hospital room so it is important to incorporate the needs of
the patient and the care providers into the creation of a solution. The system configuration on a tablet
controls a reading lamp, television, and fan. Interfaces are provided through apps that
communication with wireless devices through IR, bluetooth, and Wi-Fi. Setup and use of these
external devices should be intuitive to the care providers and easily maintained in the hospital room.
Interoperability with other medical devices is necessary to reduce hazards. The guidance from the
FDA for evaluation of the wireless footprint provides methods for analysis of communication links
[8]. The bluetooth and Wi-Fi signals are operating in the ISM band so there is potential for
interference in a hospital setting if these devices are not properly characterized and controlled by the
smart phone. IR communication is used in some medical devices such as infusion pumps so it is
important to block in appropriate access,

4. Nurse Communication Systems

messaging clients from the hospital room to the nursing station. The nurse call interface utilized in
this study is part of a patient room control interface that is used to send requests to the nursing station.
These devices are typically wired into the wall of the room through a bed user interface (BUI) that
connects to the hospital system at a central location. A patient must be able to hold the device and
press a button which makes access difficult for individuals with limited mobility.

Figure 3. Transition from handheld room control to tablet with option for hands free user access

As shown in Fig. 3, the tablet can be used to replace the buttons and can also be mounted near the
hospital bed to enable hands free use with tracking of facial features with the integrated front facing

Camera.
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ablet Based Solution

solution proposed for hands free operation involves the creation of a hands free interface to a
= device with wireless interfaces to the devices in the toom. The new control unit can be
mied on a stand near the hospital bed for access by a limited mobility patient. This application to
sspital environment complements the study recently published by Hreha and Snowdon for
smced access to cell phones for individuals with spinal cord injury [9]. These rescarchers studied
amrent accessibility options for several cell phones and determine they were lacking for
nals who required hand free interfaces.

wr approach is to use the emerging support for facial tracking on smart phones to create a mouse
siace that can be used to sclect applications and enter information for communication. This is
lar 1o the camera mouse that works on Windows based computers developed by James Gips for
ted mobility access [10]. However, our approach is implemented in the Android Operating
" [11]. The new contribution to the smart room system capabilities is the incorporation of open
woc mstant messaging software that runs on the Android OS as well as the Open Computer Vision
pamies for feature detection and tracking [12]. For the nurse communication system, we are
gustne open source XMPP based server client configurations [13] otherwise known at Jabber.
s 15 described in the following section along with the current progress on the facial tracking mouse

m
[RBCE,

:__ en Source Instant Messaging

ze are a varcty of servers and clients applications that allow the configuration of interfaces to
MPP format. The ones selected for this evaluation were on the list provided by the XMPP
sdards Foundation [14] and were compatible with the OS used for the evaluation.
The server that was very easy to configure is Openfire and it works on Windows as well as
entain Lion for Apple [15]. My configuration is using the internal database on the Mountain Lion
. For evaluation purposes the server can be setup for local access on the network. This provides
Winional security for the patient communication since 1t is not transmitted outside of the LAN.
Imnial testing can be performed on the same machine to show proof of concept. The Macbook Pro
i Mountain Lion OS comes with an instant messenger application called Messages [16] that can
configured to use the XMPP server, I made the following users for testing:
tvhen(@kims-macbook-pro.local is using Messages which is installed as a default application;
11 202(@ kims-macbodi-pro.Jocal is using Adium [17]; and mobiletesti@kims-macbook-pro.local is
= Spark [18] on a Windows 7 computer. The dialog boxes for message exchange are shown in
4.
In order to connect to the server using Spark it is necessary to write down the IP address which can
g found in the network settings. The Windows computer is on the same local area network as the
sle computer so it can find the server and communicate,
Une observation during the initial testing is the variability in the user interface from client to client.
& mdividuals with limited mobility is it is beneficial to have controls that are easy to select by
wering over the icon so that dwell time clicking can be used.
Additionally, a keyboard interface that can be controlled on the screen is necessary since typing on
= computer is not possible. The ability to send images is also helpful to express needs in a rapid
There are mobile apps that can also connect to the Opentfire server. The one that I am currently
png for testing on the tablet is Jabiru [19]. Voice control is supported on this IM client so this makes
ach easier to enter a custom request,
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Figure 4. Chat windows for testing of server interfaces (a) Messages chat window instant messenger (IM) on Apple (b)
Adium chat window IM on Apple — downloaded and installed to communicate on local machme for testing.

7. OpenCYV Facial Tracking

The integration of facial recognition into smart phones for facial recognition is already occurring and
shows the potential for use of facial features tracking for a remote control interface. The sample
projects for OpenCV 2.4.2 support facial tracking on the Android operating system and can be
implemented after configuration of the programming environmeat to run the native code. Changing
from the rear facing to front facing camera requires a slight modification to the code. There is also an
issue with mirroring of the image that requires the use of an 3x3 Eigenmatrix. The sample program
has a limitation in the frames per second (FPS) as well as the ability to detect faces at angles.
Performance is also very slow in the 2-5 FPS range. The sensitivity to the tilt angle of the face is also
variable as shown in Fig. 5. The loss of the tracking 15 shown below in Fig. 5(a) and it picks up again
in Fig. 5(b). Angles are basically the same offset from center but the detector is more sensitive to the
tilt toward the camera than away from the camera.

(@) ' (b)

Figure 5. Face tracking using OpenCV on the front facing camera of a smart phone. (a) Image is lost due to the tlt of the
head. (b) Image 15 coptured but lost if the angle is increased beyond this point.

8. Next Steps for System Design
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wn 2.4.4 of OpenCV has new algorithms with faster FPS and there is also support for eye
Limz Demo code was found and implemented on the front facin & camera with mirror cancellation,
ser evaluation of the code is required before statements can be made, Additional tasks to
plete this portion of the system configuration are listed as follows:
Implementation of posc estimation for the face that allows a greater angle of ult
Implementation of a mouse pointer

Incorporation of icon based menu into an IM for selection of urgent needs.

clusion

stem that uses open source software to enable limited mobility patients to access the nurse

mumication systems in a standard hospital room is described. Implementation of the system is

wibed and analysis is performed on the capabilities of the interfaces from a human factors

ave. Information is provided for evaluation of the safety and effectiveness of these interfaces

8 a regulatory perspective. This work is still in the early stages but it does demonstrate the
mlity of smart phones and tablets to implement a hands free interface for communication in the
environment.
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Bstract. In this paper, firstly a general transfer function is defined to include a suitable pole-zero
m the transfer function of existing recursive digital integrator. Then a new recursive digital
=grator is obtained by optimizing the pole-zero locations of defined transfer function using linear
segramming approach. Thereafter, a new recursive digital differentiator is designed by inverting
% tmansfer function of proposed minimum phase digital integrator. Now, the zero-reflection
woach is applied over the transfer functions of proposed digital integrator and differentiator to
mam the suitable phase responses. The beauty of a]l proposed recursive digital integrators and
Herentiators is that they have maximum percentage relative errors of 0.38% in magnitude
ssponses over the full Nyquist band (including@ =0 and @ =) with the ideal ones and also E

sde the choice of suitable phase response. Therefore, the proposed designs are more useful in
pal time applications.

Iatroduction

Be digital integrators are used to determine the time integrals of discrete-time signals, while the
mta] differentiators are used to determine the time derivatives of discrete-time signals. These
stems have several applications in the fields of speech processing, image processing, bio-medical
mmmneering, radar engineering, control systems etc. The frequency response of an ideal integrator is
iven by 1/ jo and that of a differentiator is given by j@, where @ is the angular frequency in
Ban per second,

Initially, a series resistor-capacitor circuit is used as an integrator or differentiator system for
smtnuous-time signals. Further, these circuits in conjunction with operational amplifiers are
sveloped to design integrator or differentiator system of more bandwidth [1]. Later, several
iques have been evolved to design digital integrators and differentiators by using recursive or
sm-recursive systems, which are helpful in obtaining good accuracy over improved bandwidth. In
seral, the recursive digital differentiators are obtained by inverting the transfer functions of
semrved recursive digital mntegrators with suitable modifications [2]. Initially, the recursive digital

= e

stegrators have been derived by performing a linear interpolation between the magnitude responses
¥ classical recursive digital integrators [3-6]. Further, a linear programming optimization technique
25 developed to design recursive digital integrators [7]. Thereafter. Ngo has designed the full band
Sgrtal integrator and differentiator using third-order recursive systems, which are based on
wton-Cotes integration rule [8]. These designs have no more than 4.6% relative error in
gnitude responses over the full Nyquist band (including® =0 and @ = 7 ) with the ideal ones. It
* mteresting (o note that Ngo integrator and differentiator have maximum absolute phase errors
MAPEs) of 39.4° and 12.2$in phase responses over the full Nyquist band with the ideal linear
2ase responses. Further, Gupta-Jain-Kumar (GJK) have obtained the recursive digital integrator

a7



and differentiator of third-order systems for maximum percentage relative errors (MPREs) of 3.16%
in magnitude responses over the full Nyquist band with the ideal ones [9]. The GJK integrator and
differentiator have MAPEs of 35.3" and 12" in phase responses over the full Nyquist band with the
ideal linear phase responses. Thereafter, Upadhyay has proposed recursive digital differentiators of
second-order systems for MPREs of 2% in magnitude responses with the ideal one over the full
Nyquist band except the Nyquist frequency near to @ =0 [10].

In recent developments, Al-Alaoui has designed a class of recursive digital integrators and
differentiators by applying the interpolation and simulated annealing optimization technique [11].
Further, Upadhyay-Singh (US) have designed the recursive digital integrator and differentiator by
optimizing the pole-zero locations of existing recursive digital differentiator [12]. These designs
have no more than 0.48% relative errors in magnitude responses with the ideal ones over the
Nvquist frequency range of 0<@=0.94x . Thereafter, Jain-Gupta-Jain (JGJ) have proposed
recursive digital integrator and differentiator designs for MPREs of 0.3% in magnitude responses
with the ideal ones over the Nyquist frequency range of 0 <@ <0.957 [13]. Later, a class of
recursive digital integrators and differentiators has obtained by applying the coefficients and pole-
zero optimizations over a gencralized fourth-order recursive digital filter [14]. These designs are
useful according to the importance of accuracy, phase linearity and the system bandwidth.

It is observed that the US [12] and JGJ [13] designs of second-order systems have almost 4.2%
and 3.5% relative errors in magnitude responses near to@ =171 . Moreover, it is observed that the
JGJI designs have large amount of relative errors in magnitude responses with the ideal ones near to
@=0 . It can be easily seen that the recently published Upadhyay digital integrator and
differentiator of fourth-order systems have almost 10% relative errors in magnitude responses near
toe = [14]. However, these designs have MPREs of only 0.04¥% in magnitude responses with
the ideal ones over the frequency range of 0 < @ < 0.84x . These observations clear that the recently
published US [12], JGI [13] and Upadhyay [14] designs are not useful for higher band applications.
Moreover, JGI desiens are not useful for extremely lower band applications (near ow=0).
Therefore, there is the need to design recursive digital integrator and differentiator, which can
accurately approximate the ideal ones over the full Nyquist band (including the extremes @ =0 and
@=1 ).

In this paper, new recursive digital integrator and differentiator of third-order systems are
proposed for MPREs of 0.38% in magnitude responses over the full Nyquist band with the ideal
ones. Further, the zero-reflection approach is used to obtain the choice of suitable phase response.

2. Full Band Recursive Digital Integrators and Differentiators

Recently, Jain-Gupta-Jain (JGJ) have designed the recursive digital mtegrator of second-order
system by applying the Genetic Algorithm optimization technique [13]. The transfer function of 1GJ
integrator is given below in factorized form.

T(0.8647)(z + 0.1066)(z +0.5871)

(1)
(z—0.997)(z+0.5158)

H;(z)=

Tt is observed that the magnitude response of JGI digital integrator H (z) bas large amount of

relative error near to @ =0 and almost 3.5% relative error near to @ =7 in magnitude response
with the ideal integrator. These observations clear that the JGJ integrator is not useful for extremely
lower band and as well as for higher band applications. These limitations of JGJ integrator may be
overcome by applying the following steps:

Step L. It can be casily seen that the digital integrator should have at least one pole exactly at
z=1 to satisfy the magnitude requirement of an ideal intcgrator at @ =0 as1n [8, 9, 12]. However,
the JGJ [13] integrator H_(z)has one out of two poles at z=0.997 i.e., nearer to unity. Hence, the
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son of this pole may be shified to exactly at z=1 for obtaining ideal magnitude at @ =0.The
s=fer function of recursive system thus obtained 1s given in Eq. (2).

T(0.8647)(z+0.1066)(z +0.5871)
{(z—1}z+0.5158) 7

(2)

H (z}=

Step I1. Now the aim is to modify the transfer function H_,(z)i.e., given in (2) in such a way, so
the modified transfer function should satisfy the magnitude requirement of an ideal integrator at
0 and @ = with maintaining the merits of J(3J integrator [13]. Firstly, it is computed that the
penitude of H_,(2)is 0.3294 at @ =7 . However, the magnitude of an ideal integrator should be
& or 03183 at =7 . Therefore, the transfer function H_,(z) is modified to include an
Mditional pole-zero pair in such a way, so that the magnitude of resultant general transfer function
suld always be 1/7 at @=x. The realizable and stable transfer function 1s defined in Eq. (3),
mch satisfies the magnitude requirements of an ideal integrator at both extremes @ =0 and
x for any real pole location z=a (-1sa =1).
T(0.8647)(z+0.1066)(z+ 0.5871)| z+1~ - %)
(0.3204m) )

Hiz)= (3)

[z=D(z+05158) z—a)

Etep IIl. Finally, the magnitude response of H(z) ie., defined in Eq. (3) is optimized to
mimize the maximum percentage relative error (PRE) over the full Nyquisl band by using o as
z apum;zatmn parameter with suitable scaling. This optimization is based on the linear
socramming approach [7]. The PREis defined in Eq. (4) as in [8, 9, 10, 12, 13, 14]. The result of
ch optimization is that the & =—0.9443 accurately approximate an ideal integrator over the full
wquist band (including extremes @ =0 and @=x ). The transfer function of recursive digital
megrator thus obtained is given in Eq. (5).

|[1fw}—|H{ei")H

PRE =100x
(1/ @)

(4)

T(0.8655)(z+0.1066)(z +0.5871)(z + 0.9464)

(5)
(z=1)(z+0.5158)(z+0.9445)

H,(z)=

It is noticed that the designed recursive digital integrator H, (z)1i.e., given in (5) has three non-

stv real zeros. Therefore, seven other integrator designs arc obtained by reflecting one or more
os of H, (z)as in [14]. These additional designs have same magnitude responses as of the

miginal design H,(z)but having the different phase responses. The transfer functions of recursive
_ sital integrators thus obtained are given in Egs. (6)-(12):
T(0.0923)(z +9.381)(z + 0.5871)(z + 0.9464)

H,(z)= : (6)
(z—1}z+0.5158)(z+0.9445)

T(0.5081)(z +0.1066)(z+1.7033)(z +0.9464)

(7)
(z—1)z+0.5158)(z+0.9445)

H.(z)=




T(0.8191)(z +0.1066)(z +0.5871)(z +1.0566)

(z)= 8

Hi(@) (z=1)}z+0.5158)(z+0.9445) )

H, ()= T(0.0542)(z+9.381)(z +1.7033)(z + 0.9464) ©)
(z=1)z+0.5158)(z + 0.9445)

s T(0.481)(z+ 0.1066)(z+1.7033)(z+1.0566) : (10)
(z—1Nz+0.5158)(z +0.9445)

H ()= T(0.0873)(z+9.381)(z+0.5871)(z +1.0566) ; (a1
(z=1)(z+0.5158)(z +0.9445)

H,(2)= T(0.0513)(z+9.381)z +1.7033)(z +1.0566) : (12)

(2=10z+0.5158)z+(.9445)

The transfer function of proposed recursive digital integrator H,(z) i.e., given in Eq. (5) has all
zeros inside the unit circle. It signifies that the design H, (z) satisfies the minimum phasc criterion,

Therefore, the transfer function of corresponding recursive digital differentiator is obtained by
inverting the transfer function of minimum phase designH,, (z). ‘The transfer function of recursive

digital differentiator thus obtained is given in Eq. (13). .

(z—1)(z +0.5158)(z+0.9445)
T(0.8655)(z+0.1066)(z+ 0.5871)(z +0.9464)

Hyu(2)= (13)

It 15 noticed that the proposed minimum phase recursive digital differentiator designH,, (z) i.e.,
gven in Eq. (13) has two non-unity real zeros. Therefore, three other designs are obtained by
reflecting one or more zeros of differentiator design H, (z) as in [14]. These additional designs
have same magnitude responses as of the original differentiator design H,;(z) but having the

different phase responses. The transfer functions of recursive digital differentiators thus obtained
are given in Eqgs. (14)-(16):

0.5158(z=1)(z+1.9387)(z +0.9445)

Hy(2z)= E (14)
T(0.8655)(z +0.1066)(z + 0.5871)(z + 0.9464)

H.(z)=_ 0945z —1)(z+0.5158)(z +1.0588) (15)
H T(0.8655)z+ 0.1066)(z + 0.58T1)(z + 0.9464)

B, e 0.4872(z—1)(z+1.9387)(z + 1.0588) (16)

T(0.8655)(z+0.1066)(z + 0.5871)(z + 0.9464)

3. Comparisons

It is noticed that the recently published Upadhyay integrator and differentiator designs of fourth-
order systems have nearly ideal magnitude responses over0) < w < (.84, but simultaneously these
designs have large amount of relative error in magnitude response over 09r<@< 7 [14].
Therefore, the accuracy of proposed recursive digital integrator designs H. (z) and differentiator

&0
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(10)

(11)

kw3

Fiz. 1:
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Fig. 2:

H,, .(z) is compared with the existing US and JGJ designs. The transfer functions of US
 and JGJ [13] designs are given in (17, 18) and (1, 19), respectively.

_ 0.8657T(1+0.681z ' +0.0628z °)

Hou(2) (1-0.4975z7" —0.5025z™)

0.5805(1+0.99z ' —1.99z )

Hu(2)= T(1+0.681z" +0.0628z7°)

_ (1-0.4812z7 -0.5142z)
T T(0.8647 + 05998z +0.0541z7)

H,(z)
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(17)

(18)

(19) -

it is observed that the accuracy of proposed and the existing designs is nearly same over
@ <0.94; . Therefore, Figs. 1-4 show the PREs of proposed and the existing designs in
snitude responses with the ideal ones over different Nyquist frequency ranges as 0 s @ <0.94x
i094r<w=n7.
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Fig. 4: PREs of proposed and the existing digital differentiators over QYT =@ s 1

From Figs. 1-4, it is observed that the designed recursive digital integrators H, _(z) and

differentiators H, _, (z) of third-order systems have MPREs of 0.38% in magnitude responses over

the full Nyquist band with the ideal ones; while the existing US [12] designs have MPREs of (.48%
up to the Nyquist frequency @ = 0941, 2.56% up to @=0.987 and 4.2% over the full Nyquist
band. Further, it is observed that the proposed and the existing JGJ [13] designs have MPREs of 0.3%
in magnitude responses with the ideal ones over the Nyquist frequency ranges of 0117 < @ < 0.897
and 0.026 < @ < 0.957, respectively. The observations of Figs. 4 and 6 clear that the existing US
and JGJ designs have almost 4.2% and 3.5% relative errors near to &=, while the proposed
designs have only 0.38% relative errors over the full Nyquist band (including @ =0 and @=x). It
can be easily seen that the JGJ designs have large amount of relative errors in magnitude responses
over the Nyquist frequency range of 0 << (.025 with the ideal ones.

It is interesting to note that the recently published recursive digical integrator and differentiator
designs of third-order systems have MPREs of 3.16% over the full Nyquist band [9], while the
proposed designs of same order have MPREs of only 0.38% over the full Nyquist band. The phase
responses of designed full band recursive digital integrators H,,_,(z) and differentiators H,, ,(z) are

shown mm Figs. 5 and 6, respectively.

Fig. 5: Phase responses of designed recursive digital integrators H,, . (2)
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Fig. 6. Phase responses of designed recursive digital differentiators H |, (2)

From Fig. 3, it is observed that the designed recursive digital integrator H,(z) i.c., given in (5)
has nearly ideal linear phase response over the full Nyquist band and the integrator I (2) ie.,
given in (7) has almost ideal phasc response of -90° over the Nyquist frequency range of
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3. 75x . Further from the observations of Fig. 6, it is clear that the designed minimum phase
 digital differentiator H () i.e., given in (13) has nearly ideal linear phase response over
'_",. quist band,

* shows the absolute phase errors (APEs) of proposed recursive digital integrator H_(z) !
“ifferentiator Hy (2) in phase responses over the full Nyquist band with the ideal linear

==ponses. This figure also shows the APE of another proposed recursive digital mtegrator

phase response over the full Nyquist band with the ideal phase response of -90”, |
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Fig. 7:  APEs of designed integrators H,, ,(2) and diffcrentiator H, (z)

Fig. 7, it is observed that the designed minimum phase recursive digital integrator H, (z)
s differentiator H, (z) have maximum APEs of 5 in phase responses over the full Nyquist
wuih the ideal linear phase responses. Further, it is observed that the proposed recursive digital
pesor H ,(7) has maximum APE of 6.7" in phase response with the ideal phase response of -90"
be Nyquist frequency range of 0 < @ < 0.757 .

wmclusions

=sults show that the designed recursive digital integrators and differentiators have MPRESs of
m magnitude responses over the full Nyquist band (including the extremes @ =0 and @ =)
1deal ones, while the curvently available full band designs in literature have MPREs of 3.16%,
Semtude responses over the full Nyquist band. It is also shown that the designed recursive
mtegrator H; (z) and differentiator Hy,(z) have maximum APEs of 5" in phase responses

e full Nyquist band with the ideal linear phase responses. Finally, it is shown that one of the
=d recursive digital integrator designs H,,(z) has maximum APE of 6.7 in phase response
75% of Nyquist band with the ideal phase response of -90°, Thus, the proposed full band

pave digital integrator and differentiator designs of third-order systems may be the better
te of existing recursive and non-recursive designs.
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get. This article presents the implementation of a neural network architecture to the family of
\daptive Resonance Theory), performed on a FPGA with static reconfiguration. This is to
me configuration to the system to meet the needs of an application. we operate the proposed
sure to achieve the same configurable circuitry the two fundamental steps in our network:
-mi eeneralization. We propose an architecture and its validation by the implementation of
spectral classification of a satellite image with Fuzzy ART. Since, FPGAs are limited by
T of resources available on an embedded map, the proposed architecture takes the
em benefit from these resources. The characteristic and performance of this implementation
snared with those obtained by a purely software version developed with MATLAB.

0n

gailv life, the image plays an increasingly role to inform us or entertain us. In parallel, the
son processing has also developed through the development of microelectronics systems
sore efficient to execute complex algorithms. Research the computing power has given rise to
& tvpes of computers [1,2]. Many parallel machines have emerged since the early 80s.
m may be made for example Warp [3] and CLIP7A [4]. Advances in the ability to integrate
sc circuits have opened new perspectives for the real-time image processing in embedded
. On the one hand, specific processors are commonly perform billions of operations per
: and on the other hand, reprogrammable components have billions of logic gates. These
s allow implement applications with performance in terms of computing time ever growing.
context, the FPGA (Field Programmable Gate Array) with its large integration capabilities
ronfiguration are a key component to quickly develop prototypes. Splash2 [5] is an example
evolution. The interest generated by the FPGA is mainly due to their affordability, easy of
ation, flexibility and computational power [6].This exploitation of the reconfigurability,
or less sophisticated, depending on the technological characteristics of FPGAs, but also the
2 which it is implemented. There are two modes of reconfiguration. The first method uses a
‘configuration, for which we have a system configuration by applying (reconfiguration
=n applications) [7].The second uses a dynamic mode of reconfiguring the system several
durinu the execution of the same application [8]. During the marketing of the first
sammable pre-broadcast (FPGA) in 1985, the use of these circuits are constantly expanding to
; fields and applications, among which we can mention the image processing [9,10], neural
eks [10]. etc ... Indeed, these reconfigurable circuits allow take advantage of the inherent
ghism of neural netwm'ks and open up new prospects for use in fields, until then deprived of
computing power. Since 1943, several hardware implementations of neural networks have
sonducted by large companies such as IBMand Intel [9]. They differ in the number of neurons
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emulated precision in bits, the number of synapses and the speed of the leamning process.Several
specific to the Fuzzy ART algorithm properties facilitate a hardware implementation and explain its
adoption for a hardware implementation for a categorizingapplication. This algorithm offers
simplified calculations for the formation of classes as hyper-box, unlike circular classes such as
those found for most neural network algorithms. This algorithm runs in two steps based on two
criteria of distance or activation and choice. It lends itself to parallel processing, offers good
categorization results with moderate accuracy of the weight of neurons and the multiplication is not
required in the synapses. We have focused our research on the implementation of networks such as
Fuzzy-ART. We propose in this paper a static reconfigurable architecture meets the constraints of
learning neural networks of the family of ART and the generalization of a multi-spectral
classification of a satellite image remote sensing of Algerian satellite Alsat-1 on FPGA. This
solution incorporates the major constraint is the minimization of the use of logic resources.

2. Network Fuzzy-ART

The network used is the Fuzzy-ART which belongs to the networks of hétéro-associative neurons of
the family of Article This family has a rather complex architecture. Composed of three subsets inter
acting: the subset of attention (F0, competition), the subset of orientation (F1, comparison), and a
control system of the factor of attention (F2 layer) [11].

Fuzzy-ART [12] is a recurring and resonant competitive network not supervised in phase of
training. It has three layers of neurons as illustrated on Figure 1.

Figure 1. Furzy-ART architecture

- The FO data preparation layer receives the body of the input vector blur I. This layer has a
number of nodes twice the size of a vector of data, due to a coding complement a..

-~ The comparison layer F1 has the same number of nodes as F0. Each node is connected to node
F1 the same order of FO by a weight equal to '1 ".

- The competition F2 layer is fully interconnected to F1. Each node j in F2 is connected to all
nodes in F1. There Wj the adaptive weight vector associated. T is the activation of the F2 layer
vector,

The Fuzzy ART network is characterized by three parameters: selection parameter a, B the

leamning rate, and the rate of vigilance p. These settings must meet the following conditions: a> 0, 0

<P <1, 0 <p <1.The algorithm of the Fuzzy ART network is described in the flow chart shown in

Figure 2.
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Figure 2. Flow chart of Furzy-ART

%
>oitware implementation

difficulty of such networks lies in the fact that it is unsupervised, competitive, scalable and has
ATiNg resonant learning phase, In this section, we propose an implementation of the algorithm
Fuzzy-ART on MATLAR environment that we organized in three (03) steps:learning test of
ming andgeneralization.

We developed the leaming algorithm, in this phase we look for the best network parameters
sction parameter a, f the learning rate, and the rate of vigilance p), which give the average rate
»od classification noted ARGC,

We tested our network after his learning on the basis the contro] already created. This phase
i provide us with a good value of ARGC, which will validate the results before generalization,
' In this part we get the parameters (o, B and p) and the weight vector (W) gave the best
in the leaming phase. The classification was tested on severa] images corresponding to
#ral regions acquired at different date micro Algerian satellite ALSAT-1.

dardware / software interface

Fuzzy ART algorithm presented above has been focused on Virtex 6 broadcast connectivity kit
' 2 FPGA family Xilinx Virtex 6 (XCOVLX240). This kit receives and transmits the data via the

S port by a software developed on MATLAB. The process is done by technology UART

swersal asynchronous receiver/transmitter) of the series port of the chart and the PC.
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3. Fuzzy ART architecture on FPGA

The main advantage of FPGAs is parallel processing data. This property gives the network faster
than the software-only version of leamning. Figure 3 shows the architecture created on a Virtex 6 for
the implementation of neural network Fuzzy-ART.On this architecture seven (7) blocks are
configured. Initially, the config entry directs the application to run by taking the choice on leaming
or generalization [10]. This choice being made, through the block of data, the input raw Datawill
be complement and the prototypes required to provide the comparison to the weight vector W of the
cecond block. The activation block performs the addition of the minimum values between the
prototype and the weight vector W. This sum is then divided by the sum of prototypes and selection
parameter o. Block competition, through a comparator, stockes the value of Tj max and position.
Depending on the value of the LSB of the config input, the application block selects one of two
predefined operations: learning or generalization. Indeed, for 2 value of '0 ¢, the operation will allow
generalization to present output (Class. the class prototype (input MUX) block competition. As
against a value of '1' will take learningmode. In this case, the block of vigilance test divides the
output received by the activation block Tj (denoted L1) by the sum of prototypes present at the
input and compares rates of vigilance parameter p:
- Ifit is greater than or equal to L1, the selected neuron has not won and returns to block
competition to find another neuron. 1f it does not exist a new neuron is added to the network.

. By cons, if p is less than L1, the block update is enabled for the storage of weight vector of
the winning neuron in the RAM dedicated to this operation.

Fig. 3.Furzy-ART architecture developed on FPGA.
3.1 Status of the inputs / outputs of the FPGA in two configurations

The FPGA receives the data in the Data entry, and the entry config. The bit of LSB of config, the
2% of figure 4 is put at “1” for learningand the remainder of the bits will code in fixed point the
step of the parameters. At the end of the phase of the learning, the FPGA present at exit config the
value @ and the vector weightW on the output. During generalization, the bit of LSB of config, the
27 of fig. 4, is put at “0” for a classification and the remainder of the bits will code in fixed point
the parameter o. At the end of the process, We TECoVEr the data of categorization in the port ¢lass.
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part of this work, we sought to develop an architecture to minimize the use of logic resources,
this architecture is eventually led to only be part of 2 global circuit. The resources required for this
architecture are given in Table 1.

Tuble 1.Material resources of the implemented circuit

occupied / available
Silices FlipFlops LUTs 10)s
4530/ 37680 THROT /301440 65112 /241152 09/ 360
129, 25% 27 27%

4. Results

Our work consists in carrying out an application embarked time-reality on a reconfigurable circuit
of type FPGA. This application gathers the training of Fuzzy-ART and its generalization for the
-multispectral classification of a satellite image taken by Algerian satellite ALSAT-1. With this
mntention we start for the software part, by developing all the network of neuron on MATLARB, then
follows a description in a material language of type VHDL for the implementation part in an
‘embarked system. We chose four classes: water, urban, forest and bare soil or agricultural. We
‘extracted from this image two bases of samples, a base of training and a base of control. The
Characteristic and the performances of this implementation are compared with that obtained by a
purely software version developed under MATLAB. The criteria of evaluation, we chose the
-average rate of good classification (ARGC) and the execution time of the application.

T Number of pixels correctly classified x 1009 )

Number of pixel control database
4.1 Data and feature satellite

The data are classified from the Algerian satellite ALSAT-1 whose main characteristics are
summarized in Table 2.

Table 2. Technical Specifications of micro satellite Alsa-1.

Shooting mode Push-Broom =1
Multispectral sensor 02 cameras covering 16 km
spectral bands Green, Red . Infrared
Swath 2x300Km
Number of pixels 10200 /camera
spatial resolution 32m
Size of the scene 600 x 560 Km

We extracted two bases samples. Table 3 contains the number of samples considered for each class
and each frame.
Table 3.Dnstmibution of samples in each elass,

Water Urban Seil or agricultural Forest
ClassSample bases [ rel
Learning 250 250 250 250
Control i25 125 125 125
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4.2 Performance

Until today there is no method to specify parameter values (a. P, p) of the ART network necessary
to obtain a good classification. We were led to vary these parameters in the interval [0 1] with
several steps and calculate the rate of correct classification. At the end of this study, and for
illustrative purposes, we have grouped in table 4, the values obtained for three (3) different pitches:
0.1,0.01, and 0.001,

Table 4 Network performance for basis control.

MATLAB FPGA

Step &—-p ARGELE) (Learning Time) | (Learning Time)
0.1 0.6000 - 0.2000 - 0.3000 72 7 min 9 sec

0.01 0.5800 - (0.1500 - (14200 83 2 heurs 8 min

0.001 (L5910 - L1580 - (L3720 a7 3 heurs 40 rmin

The parameters obtained in the learning phase gave a very good leaming, because the best
generalization based control 500 samples gave an average rate of correct classification (TMBUC) of
97%. These results obtained with the sofiware implementation is identical to the result of the
hardware implementation on FPGA, the difference is of course in the execution time. The clock
frequency is 200MHz FPGA.

For a better appreciation of the results, we propose an estimation of the quality of the
classification of the Fuzzy-ART network. For each class, we consider the rate points correctly
classified and misclassified point rate base test. Figure 5 summarizes the results.

~ I W ater
R Urban
B Bare soil or agricultural

B Forest

1 1
= L,

Good Rate of classification

DS

Class 1 Class 2 Class 2 Class 4

Figure 5. Classification Furzy ART network for step 0.001.

In view of these results, it appears that there is some confusion between the class or bare
agricultural land and forests class. It is predictable to the extent that these two classes are very
similar. Figure 6 shows the spread on any image from the satellite Alsat-1.
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- Water Urban - Soil or agricultural

Bl Forest

Figure 6. Images classified by the Fuzzy-ART network developed on FPGA.
{a)} Bay of Algicrs (Center), (b): Bay of Oran (Fast), (¢): Bayv of Annaba {West)

5. Conclusion

In this paper, an architecture implementing the static reconfiguration of FPGAs is presented. The
main objective is to build a hardware demonstrator covering several aspects: architecture,
development methods and applications. We presented a static configurable FPGA architecture for
the neural network comprising Fuzzy ART leaming and generalization. This architecture is of
course valid for satellite multi spectral image with three channels of representation of the image.
Learning and generalization developed on the FPGA has a very good quality of classification (in
this case 97%). The circuit shown operates optimally technology reconfigurable FPGAs. The
presented architecture takes full advantage of the intrinsic resources available on this circuit FPGAs.
It offers very low occupancy logical resources, which allows you to use such algorithms in
combination with other treatments. Indeed, this is even more interesting, the logical resources saved
can then be used to implement other types of algorithms as pretreatment of the data presented to the
network, operations standards, post-treatment, for example. Moreover, we confirmed the feasibility
of porting applications of real-time computing complex on current reconfigurable eircuits.

Future work will examine the implementation of the network with a static to a reconfigurable
architecture appear with the architecture presented in this paper. More complex work of the same
family ART and spiking neural networks are designed for architecture on FPGA circuits.
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Abstract. A modern building energy management system (BEMS) inteerates the ubiquitous sensor
network (USN) technology in order to monitor and control the environment in real time. Such kind of
the internet of things (IOT) application involves with complicated networking communication
technologies and the associated behaviors of system users, where the design and implementation
issues are often too difficult to be handled by traditional system analysis approach. This work applies
the Soft System Dynamics Methodology (SSDM) as basis to model a ubiguitous BEMS. We
demonstrate it is not only feasible, but can provide insights in analyzing such a complicated system
using the proposed approach. E

1. Introduction

A great proportion of the energy consumption is in the buildings (Raftery et al., 2011). In this energy
lacking ages, the building energy management system (BEMS) has therefore played an important
position. In many countries, developing zero energy building (ZEB) or low energy building (LEB)
have become their prerequisite mission (Djuric and Novakovic, 2012). The main target of the BEMS
is to decrease the energy consumption and to increase the emergy utilization via an effective
monitoring and controlling system (Foley, 2012). In general, a BEMS is an integrated management
system which monitors different sub-systems, such as electronic system, HVAC (heating, ventilation,
and air conditioning) system, and security system. Several companies have using the information and
communication technology (ICT), such as ubiquitous sensor network (USN, Lertlakkhanakul et al.,
2010), to develop a modern BEMS which can remotely access, transmit, sharing, analysis, and
control energy data through online system in real-time.

Although the availability of the USN enabling the ubiquitous BEMS, the planning and
implementation issues, considering wide different behaviours of the system users, would still be a
challenge. As reported, the interactions among different system users would raise the complexity in
managing system (Mclntyre and Pradhan, 2003). Furthermore, the status of energy consumption
changed dynamically, and the traditional system analysis is difficult since the energy management is
not so rigid to analyse. To deal with the analysis problem and to provide a decision feedback loop,
this study applied the soft system dynamics methodology (SSDM), which was a composite method of
the soft system methodology (SSM, Ngai et al.,, 2012) - to discover the cause and effect of the
problem, and the system dynamics (SD, Wong ct al., 2012) - to present the problem and to simulate its
effects (Barrenetxea et al., 2008; Rodriguez-Ulloa et al., 2011). This manuscript would model a
complicated BEMS using a systematic analysis approach that basically modified from SSDM. The
application of the proposed approach was to illustrate how hidden problems and extended issues
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would be revealed in advance and the managers could design and implement a modern BEMS
effectively for the case hotel.

2. Energy management in buildings

Global buildings accounted for approximately 40% of world energy in developed countries, 25% of
forest or timbers, and 16% of fresh water (Perez-Lombard et al, 2008). 50% of Carbon dioxide and
70% of sulfur dioxide also came from the buildings (Santamouric, 2006). However, buildings were
widely reported to operate inefficiently (Piette et al., 2001: Ardehali et al., 2003), and thus, it was
naturally to get better building energy management (Urge-Vorsatz & Novikova, 2008; Cardenas et
al., 2012). The building energy management involved with a rigid process of optimizing the energy
utilization and was multidisciplinary in nature, combining the skills of architecture, engineering,
management, cost and others to carry out the required functions (Lee et al., 2011 ). The complicated
managerial criterions required for a comprehensive and instantaneous management system such as
the BEMS to integrate all kinds of information from various sub-systemns (Cardenas et al., 2012).

The traditional BEMS originated from the building automation system (BAS) which was an
intelligent computer-based control system and was designed to control and monitor the mechanical
and electronic devices in a building. Compared 1o the non-controlled building, the energy efficiency
and cost was improved by the independent management system. However, the dramatically
increasing energy demand and the complicated energy management tasks made the traditional BEMS
no longer efficient enough to be acceptable. Managers were seeking a better way to integrate wide
difference subsystem with the management platform, which is expected to provide the real-time
system control.

Modern BEMS was different from the traditional one in the application of ICT to develop the
wed-based building remote diagnosing and controlling system. The clement of modern BEMS
consisted of decision making, energy auditing, identification and implementation of energy
measures, monitoring and evaluation (Kannan and Boie, 2003). These elements consist of real-time
information communication, network connection, and devices feedback control. Since the chief
scientist of Xerox PARV (Palo Alio Research Center), Mark Weiser, proposed the concept of
“ubiquitous computing” in 1988 (Weiser & Boehm, 1988), the applications of “ubiguitous
computing” in the building energy management were greatly applied. As the Web 2.0, RFID, WSN,
and many ICT become cost-effective for the users, the ubiguitous environment is feasible for the
system developer. As to a BEMS that operates in a ubiquitous environment, it represents that the
managers can monilor and operate the system real-teim and invisibly through the web-based system
(Hwang and Yoe, 2011). The modern BEMS smashed the limitation of traditional building
management, and increased the whole system interoperability with the so called ubiquitous sensor
networks (USN) (Lertlakkhanakul et al., 2010).

The USN could be added without disrupting the indoor decoration or comfort (Bleda et al., 2012).
Applying this technology, one could collect the environment parameters of different phenomena,
such as temperature and humidity, and then transformed the collected data into electronics signals
and sent them to the gateway simultancously. Also, from the feedback of the USN, the improper
behaviours of using ¢nergy including the obliviousness in energy using and incorrect electric devices
operating could be avoided. This greatly improved the ability of the modern BEMS which could
quickly response the environment variation and prevented from unnecessary energy loss.

An ubiquitous BEMS which adopted the USN could administer building energy simultaneously,
But the problems arose when new devices and networks were installed in existing buildings that lack
of infrastructural support and feasible implementing plan. Host of technical, implementation, and
systems design issues were often underestimated when it came to the new technol ozy adoption. That
15, adding new facilities or making changes to the existing building can be very challenging and
expensive (Markovic et al., 2012). For a system developer, implementing the ubiguitous BEMS was
a complicated task that required close cooperation and coordination between various system users
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“and devices providers. The ongomg problem with the deployment of ubiquitous energy system had
‘shown that implementation was largely determined by broad social acceptance issues, and the social
ampact of new technologies was also hard to predict (Wolsink, 2011).

3. A systematic evaluating approach

‘Checkland proposed the S§M in 1981 to analyze and model the managerial issues which were usually
complicated and hard to define (Checkland, 1981; Reisman & Oral, 2005). Compared to the systems
engineering or hard systems which fitted only to the situation that has already known, the SSM
focused on dealing with the complicated or unstructured problem including inconspicuous goal,
multiple goals, or the circumstances of different hypotheses and perspectives (Jackson, 2001). The
SSM consisted of seven stages which separated in “Real World” and “System-Thinking Situation” in
dealing with real life problem. Naai et al. (2012) deemed the SSM as a useful methodology that
browsing the real world.

Another well-recognized simulation approach that usually being applied in dealing with social
- dynamic issues was SD. In order to deal with the perplexing social problems, the decision maker not
~only had to classify the problem types but also had to identify the essential characters of the dynamic
system which was hidden behind (Sterman, 2001; Wong et al., 2012). The processes of the SD were
‘divided into three stages. Through the SD analysis, a user can clearly capture the whole system
picture and its dynamical behaviours,
Combining the advantage of well-rounded perspective for problem constructing in the SSM and
the superior policy analysis ability in the SD, Rodriguez-Ulloa and Paucar-Caceres addressed the
'SSDM which merged the principles, ideas, philosophies, and techniques of SSM and SD
Rodriguez-Ulloa and Paucar-Caceres, 2005). The Methodology developed three different worlds,
1) the Real World, (2) the Problem-Situation System Thinking World, and (3) the Solving-Situation
System Thinking World. These three worlds were further divided into ten systemaric stages,
mcluding problem defining, problem analyzing, modelling, and possible action planning.
Furthermore, general system implementation plan comprised analyzing environment, implementing
project, and evaluating benefits (Barrenetxea et al., 2008; Buratti, 2009). Considering the
complicated issues involving with the modelling of an ubiquitous BEMS, this study proposed a
systematic approach, based on SSDM, for the implementation planning (see Fig. 1), and detailed

ps are also as shown.
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Figure 1. The process to implement an uhiquitous BEMS based on proposed approach
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4. Case study

Implementing the ubiquitous BEMS involves with three phases: environment analysis, project
execution, and benefits evaluation (Akyildiz et al, 2002; Barrenetxea et al., 2008). In practice,

process of the ubiquitous
. and the possible energy saving
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The hotel energy model (HE model in Figure 2
and lighting devices in th i

1ot to require to be considered. The
and scenario. The basic

. The equipment of
the project included on 1 - twenty lighting sensors,
and four networks IO modules (including transformer). Based on the
evaluation of the project, the sugzestions were proposed and detailed documents for the project were

prepared.

5. Conclusions

The growing environmental awareness exploited a new field of research. Among the energy related
studies, the buildings encrgy management was highly regarded. The COCTZY-saving equipments, such
as mverter air-conditioners, fluorescent bulbs, and other £reen construction materials, were a]]

produced for th 1 ldings. ilization is not only




were considerable in the circumstance of carelessness. To avoid the habitual carelessness in using
electric cquipments, the applications of the USN to integrate with BEMS was suggested. In order to
complete an evaluation process systematically for the ubiquitous BEMS implementing, this study
applied the SSDM as the basis for policy analysis. Through a 10 stages process, the managers could
estimate the possible energy saving and the benefits of using the ubiquitous BEMS. A case hotel is
selected to evaluate the potential saving and the results were promising. The authors expect that, in
the future, the implementation of an ubiguitous BEMS would all adopta systematic approach, such as
what we proposed, in order to complete the project m a cost-effective way.
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