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Abstract. Nearest Mean Classifier (NMC) provides good performance for small sample training. 
However concatenate different features into a high dimensional feature vectors and process them 
using a single  NMC generally does not give good results because dimensionality problem. Most 
methods used to address the dimensionality  problem  focuses  on  feature selection  method,  
choosing a single feature subset, while ignoring the rest.  Although there are several algorithms 
have been proposed, but there are drawbacks to using of feature selection method. The assumption 
that a large set of input features can be reduced to a small subset of relevant features is not always 
true. In some cases the target feature is actually affected by most of the input features and removing 
features will cause a significant loss of important information. Thus, the classifier may achieve a 
lower level of   accuracy than the classifiers that accesses all the relevant features. In this method 
the feature set clusters into different feature subset. NMC ensembles constructed by assigning each 
individual classifier in the ensemble with a cluster of different feature subset. The advantage of this 
approach is that all of available  information in the training set is used. There  is  no  irrelevant  fea-
ture in  the  training set are eliminated.  Based on  experimental  results  the  new  technique  signif-
icantly improve the nearest mean classifier (NMC) with 95% confidence. 

1. Introduction 
Nearest mean classifier (NMC) was introduced by Fukunaga [1] as a classifier which uses the simi-
larity between patterns to determine the classification. For each class, NMC computes the class 
mean (or centroid) of the training patterns. Similarity values obtained by calculate the Euclidean 
distance between the test patterns to the class mean of the training patterns. NMC classifies any test 
patterns (or unknown objects) to the class whose the class mean is closest to this test patterns. NMC 
has been successfully applied to many classification problems and showed good performance and 
very strong [2]. Furthermore NMC provides good performance for small training sample problem 
[3]. Small training sample problems are problems with the number of samples is much smaller than 
the number of features [4]. However concatenate different features into a high dimensional feature 
vectors and process them using a single NMC generally does not give good results because dimen-
sionality problem. Most methods used to address the dimensionality problem  focuses  on  feature 
selection method, choosing a single feature  subset,  while ignoring the rest.  Although there are 
several algorithms have been proposed, but there are drawbacks to using of feature selection me-
thod. The assumption that a large set of input features can be reduced to a small subset of relevant 
features is not always true. In some cases the target feature is actually affected by most of the input 
features and removing features will cause a significant loss of important information. Thus, the 
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classifier may achieve a lower level of   accuracy than the classifiers that accesses all the relevant 
features [5]. 

Multiple classifier  combination aims to obtain the final classification decision by integrating the 
output of several individual classifier  [6]. The concept of  multiple   classifier system was first pro-
posed by Suen et al. [7]  in order  to  improve the  results of  character recognition. In the literature, 
this research area is defined by a number of different names, such as multiple classifier combination, 
combining classifiers, classifier ensembles, committees of learner, mixtures of experts, the consen-
sus theory, hybrid methods, decision combination, multiple experts, cooperative agents, opinion 
pool, sensor fusion [8]. Regardless of the different names that have been defined, the multiple clas-
sifier system combine several classifiers to obtain the final classification result. Currently. Combin-
ing multiple classifier is considered as a new direction for pattern recognition. Multiple classifier 
system has been shown to be very helpful in improving the classification performance over single 
classifier approach [9].  

One of approach that used to construct a diverse classifier ensemble is the manipulation of input 
features. This approach assigns different subset of features among individual classifier in the en-
semble (usually, the same base classifier used). The main method of this approach is the random 
subspace method [10] which assigns a random subset of the original features to  individual classifier 
(on the same training sample). Feature subsets can overlap, and their sizes are usually identical. 
Other methods that have similar idea with this method is the multiple feature subsets [11] and the 
attributes bagging [12]. All of these methods are similar in the way they assign features randomly to 
individual classifier in the ensemble. The differences are in  the  determination of subset and en-
semble size. A new method that uses this approach is the feature subset partitioning. In this method 
the feature set clusters into different feature subset. Ensemble constructed by assigning each  indi-
vidual  classifier in the ensemble with a cluster of different feature subset from the pool of available 
features. The advantage of this approach is that all available information in the training set is used. 
There is no irrelevant feature in the training set are eliminated. Irrelevant feature does not need to be 
eliminated in the combination of classifier, because this omitted feature may contain valuable in-
formation [13].  

2. Proposed Method 
In this method, a group of classifier built from the training data. Based on the original training data 
a disjoint feature subset decomposition was performed. Ensemble classifier is built based on the 
feature subset partition. Prediction class label of unknown pattern obtained by aggregating predic-
tions using a combiner. Fig. 1 shows the general idea of this method. 

 
 
 

 
 
 

 

 

 

 

Figure 1. General idea of diversity-based feature clustering for classifier combination 
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Based on this idea an algorithm constructed to perform feature subset decomposition. Further-
more NMC ensemble constructed by projection of the feature subset of original training data. The 
pseudocode for this algorithm is as follows: 

Input: The n features training set and the class labels 
process: 
1. Make two subset of features that provides the greatest diversity 
2. Choose any of the remaining features 
3. Create possible features partition 
4. Select the feature partition that provides maximum diversity measure 
5. Go to step 2 until all of features have been partitioned 
6. Use the feature partition to construct NMC ensemble 
Output: a classifier ensemble C * 
Input training set and class labels are required inputs. The next step was built two feature subset 

that gives the maximum value of diversity in the ensemble. Diversity is measured based on support 
diversity measure which is more frequently  an  agreement  among  the  individual NMC provides 
small value diversity. Furthermore disjoint feature set partitioning for all feature in such a way that 
provides maximum diversity in the NMC ensembles. The  last  step  the  feature  subset used to 
construct NMC ensembles. Overall the  steps  as  shown in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The flowchart of diversity-based feature clustering algorithm for NMC  

3. Research Methodology 
In order  to  evaluate  the  performance  of  this  method  hence multiple NMC  combination  con-
structed to test its ability to perform classification task. The method of research as follows: (1) 
NMC ensembles is designed using this new algorithm. (2) Applied the multiple NMC combination 
for classification task (3) Classification experiments using NMC combination  performed using sev-

 

Yes No 

Start 

Input training set and 
class label 

Create two feature subset  with 
maximum diversity

whether all 
the features 
already 
partitioned?

randomly select the 
remaining feature 

End 

create possible features 
partition 

Select the feature partition 
that provides maximum 
diversity measure of the 

Construct the NMC 
ensembles 

18



 

eral datasets. (4) The results which obtained evaluated by compare this NMC combination with the 
original NMC. The steps of the research can be seen in Fig. 3. 

 
Figure 3. The steps of the research 

4. Experiment Results 

The results of individual nearest mean classifier accuracy using several datasets are presented in 
Table 1. 

Table 1. The accuracy of individual nearest mean classifier  

# Experiment Fruit Pima Iris Wine Glass Liver Lenses Statlog 
(heart) Ionosphere Soybean

1 53.57 63.02 92.00 71.91 45.79 55.07 66.67 64.44 69.23 75.24 
2 52.38 62.89 91.33 72.47 44.86 55.94 70.83 62.96 69.80 74.59 
3 50.00 63.41 92.67 72.47 45.33 54.20 62.50 62.22 70.66 75.90 
4 53.57 63.15 92.67 72.47 43.93 54.49 70.83 64.07 71.79 75.24 
5 53.57 63.67 92.00 72.47 44.39 53.91 58.33 64.44 70.09 74.59 
6 52.38 62.89 92.00 72.47 44.86 56.23 66.67 64.07 68.66 75.57 
7 48.81 63.41 92.67 73.03 44.39 55.94 75.00 63.70 69.80 76.22 
8 52.38 63.28 92.00 73.03 44.86 55.36 54.17 64.07 70.37 75.24 
9 54.76 63.67 91.33 71.35 45.33 55.07 75.00 63.70 70.09 73.94 

10 51.19 63.54 92.00 73.03 43.46 55.65 70.83 64.07 70.94 73.62 
Average 52.26 63.29 92.67 72.47 44.72 55.19 67.08 63.78 70.14 75.02 
Standard 
deviation 1.81 0.30 0.49 0.53 0.70 0.79 6.93 0.69 0.88 0.83 

The experiment results of multiple nearest mean classifier accuracy using the diversity based fea-
ture partitioning algorithm using several datasets are presented in Table 2.  

Table 2. The accuracy of multiple nearest mean classifier combination  

# Experiment Fruit Pima Iris Wine Glass Liver Lenses Statlog 
(heart) Ionosphere Soybean

1 95.24 67.06 87.33 95.51 37.85 53.33 75.00 79.26 80.06 75.57 
2 96.43 67.71 86.67 93.26 48.60 55.07 62.50 82.59 76.92 76.55 
3 97.62 68.49 88.00 93.82 47.20 52.75 75.00 84.44 76.35 75.90 
4 92.86 68.23 87.33 92.70 47.66 54.49 75.00 84.81 73.79 72.64 
5 96.43 67.84 86.00 92.13 48.60 49.57 87.50 85.93 78.35 75.57 
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6 86.90 67.71 87.33 95.51 50.00 55.36 70.83 82.22 79.49 74.59 
7 94.05 67.45 86.00 93.26 50.00 53.04 58.33 82.22 75.50 71.34 
8 97.62 67.32 86.67 92.70 48.60 56.23 66.67 82.22 79.20 81.11 
9 97.62 68.10 86.67 94.38 47.66 53.91 54.17 85.19 74.07 73.29 

10 96.43 67.58 87.33 93.82 50.00 54.49 66.67 82.59 79.49 76.55 
Average 95.12 67.75 86.93 93.71 47.62 53.83 69.17 83.15 77.32 75.31 

Standard deviation 3.29 0.43 0.64 1.15 3.58 1.85 9.66 1.96 2.33 2.68 
Evaluation of the results is important to know the strengths and weaknesses of the new method. 

During the experiment the performance of multiple NMC which constructed by the new method 
compared with the performance of the original NMC. The student's t-test is used to compare aver-
age of classifier accuracy before and after combined by the proposed feature partitioning algorithm. 
The comparison between the new multiple NMC which using this feature partitioning and the origi-
nal NMC shown in Table 3 and the the Line chart of  comparison of  Multiple NMC and Original 
NMC show in Fig. 4. 

Table 3. Comparison of the new multiple NMC combination and  original NMC 

No Dataset Original NMC Multiple NMC 

1 Fruit                       52.26                         95.12  
2 Pima                       63.29                         67.75  
3 Iris                       92.67                         86.93  
4 Wine                       72.47                         93.71  
5 Glass                       44.72                         47.62  
6 liver                       55.19                         53.83  
7 lenses                       67.08                         69.17  
8 statlog (heart)                       63.78                         83.15  
9 Ionosphere                       70.14                         77.32  
10 Soybean                       75.02                         75.31  

 

 

Figure 4. The line chart of  comparison of  multiple NMC with original NMC 

Our hypothesis is NMC increased after applied the feature partitioning algorithm. In order to test 
this hypothesis paired sample t-test used. Paired samples had different treatment i.e. before applied 
feature partitioning algorithm to NMC and after applied this algorithm to NMC. One-tail t test was 
performed to know whether the average of the samples  Multiple  NMC  (MNMC)  larger  than  
average of the sample NMC. Hypothesis for one-tail t test for paired two samples can be denoted : ܪ: ࣆ ൌ   (mean accuracy of original NMC with Multiple NMC is same )ࣆ
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ࣆ :ଵܪ    (mean accuracy of Multiple NMC better than original NMC)ࣆ

 

Figure 5. The student’s t distribution for one-tail t-test with ࡴ: ࣆ   ࣆ

In a one-way t-test with ܪଵ: ࣆ    which called upper tail test, a series of t values on the rightࣆ
of the ݐఈ boundary  (the shaded region) called the critical region or rejection region (region of signi-
ficance). The t values on the left of  ݐఈ called the acceptance region as shown in Fig. 5. The hypo-
thesis was tested statistically using a paired t-test  (one-tail t-test)  and tested at the 5% significance 
level. The results of paired sample test using SPSS are presented in Fig. 6. 

 
Figure 6. The output of paired sample test using SPSS  

Table "Paired Sample Statistics" indicates that the sample mean for the original NMC has a 
mean 65.6620 and Multiple NMC has a mean 74.99910, but whether significantly higher? Accord-
ing to the "Paired Samples Test", shows that two-tail probability value is 0.074. During SPSS al-
ways produce two-tailed p-value, we have to change the generated p-value to match a one-tail t-test 
by dividing it by 2. Thus, p-value = 0074/2 = 0.04 <0.05 (5%), thus MNMC is significantly higher 
in other word we reject the ܪ and accept ܪଵ thus we can conclude that accuracy of NMC signifi-
cantly increased with 95% confidence after implementation of the feature set  partitioning  on  
NMC  to  construct the Multiple NMC Combination. 

5. Conclusion 

We have presented a new algorithm for constructing disjoint feature set partitioning. The basic idea 
is to decompose the original set of features into several subsets, construct NMC for each projection, 
and then combine them. This paper examines whether the new algorithm can be useful for discover-
ing the appropriate partitioning structure based on diversity measure. The algorithm was evaluated 
on several dataset. The results show that this algorithm outperforms original NMC. This experimen-
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tation leads us to conclude that the proposed algorithm can be used for creating more accurate NMC 
ensembles.  Additional issue to be further studied is how the feature set clustering can be imple-
mented with other classifier. 

References 

 [1] K. Fukunaga, Introduction to statistical pattern recognition, 2nd ed.  San Diego, CA, USA : 
Academic Press Professional Inc., 1990. 

[2] D. Shin, and S. Kim, Nearest mean classifier via-one class SVM, International Joint Confe-
rence on Computational Sciences and Optimization vol. 01, pp. 593-596, 2009. 

[3] C. J. Veenman,  and  D.M.J. Tax, A  weighted  nearest  mean  classifier  for  sparse  subspaces,    
Proceedings of Computer Vision and Pattern Recognition vol. 2, pp. 1171-1176, 2005. 

[4] A. K. Jain, and B. Chandrasekaran,  Dimensionality and sample size consideration in pattern 
recognition practice, Handbook of Statistics, vol. 2, pp. 835-855, 1982. 

[5]  L. Rokach, Genetic algorithm-based feature set partitioning for classification problems, Pat-
tern Recognition, vol. 41(5), pp. 1676-1700, 2008. 

[6] D. Han, C. Han, and Y. Yang, Multiple classifiers fusion based on weighted evidence combina-
tion, Proceedings of the IEEE  International Conference on Automation and Logistics,  pp. 
2138-2143, 2007. 

[7] C. Y. Suen, C. Nadal, A. Mai, R. Legault, and L. Lam, Recognition of totally unconstrained 
handwritten numerals based on the concept of multiple experts, Proceedings of the Internation-
al Workshop on Frontiers in Handwriting Recognition, pp. 131-143, 1990. 

[8] H. Parvin, H. Alizadeh, and  B.M. Bidgoli,  A new method for constructing classifier ensem 
bles, International Journal of Digital Content Technology and its Applications, vol. 3(2), pp. 
62-64, 2009. 

[9] P. Du, H.  Sun,  and W. Zhang, Target identification from high resolution remote sensing image 
by combining multiple classifiers, Proceedings of Multiple Classifier System, pp. 408-417, 
2009. 

[10] T. K. Ho, The random subspace method for constructing decision forests. IEEE Transactions  
on Pattern Analysis and Machine Intelligence, vol. 20(8), pp. 832-844, 1998. 

[11] S. D. Bay, Combining nearest neighbor classifiers  through  multiple  feature subsets. Proceed-
ings of the 17th International Conference on Machine Learning, pp. 37–45, 1998.  

[12] R. Bryll, R.G. Osuna, and F. Quek, Attribute bagging: improving accuracy of classifier ensem-
bles by using random feature subsets,  Pattern Recognition, vol. 36, pp. 1291–1302, 2003. 

[13] L-J. Wang, X-L. Wang, and Q-C. Chan, GA-Based feature subset clustering for combination of 
multiple nearest neighbors classifiers,  Proceedings of the 4th International Conference on Ma-
chine Learning and Cybernetics, pp. 2982-2987, 2005. 

 

22




































































































































































	Jurnal ICET.pdf (p.1-7)
	Jurnal ICET Lengkap SCAN.pdf (p.8-88)

